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1. COMPLEX ANALYSIS IN ONE VARIABLE

Recall that C = {z = 2 + iy : o,y € R} and the complex unit 7 satisfies i> = —1. As such C ~ R? via
x4+ iy — (x,y). Moreover, for z; = x1 +iy; and zo = x2 + iy we define

21+ 2z = (21 + w2) + i(y1 + y2);

21 - 29 = (w122 — Y1Yy2) + i(z1y2 + T2y1);
Z1 =21 — Y1

21| = Vat + yi;

zfl = 2= provided z; # 0.

R

We recall the following properties that follow directly from the definitions:

otz =7+
s =T

zZ1 = 215

oz =(z)7h
|21 - 22| = |21][22];
o (21-2) L=zt

-1
. 22 ;
Note that |- | defines a norm on C which makes it a Hilbert space with the scalar product (z1, 22) = 21 - Z3.
Then we can define open sets in C as usual and we can define the convergence of sequences (z,)nen to
some z € C by requiring that lirf |z, — z| = 0. We will use the following notation:

n——+0oo

C: complex numbers

U: an open subset of C

D: a domain (open and path-connected subset of C)

B, (z) ={z € C: |z — 2| < r}: open ball with radius r > 0 and center zy € C

0B, (z0) = {2 € C: |z — 20| = r}: the boundary of B, (20)

Recall that a set S is path-connected if for any two points z1,29 € S there exists a continuous curve
v :[0,1] — S such that v(0) = z; and (1) = zs.

1.1. Holomorphic functions. Now we come to the central object of this chapter.

Definition 1.1. A function f : U — C is called complex differentiable in zy € U if there exists the limit

flzo+h) = f(z0)

C.
h €

/ T
[ =,
h+£0
It is called holomorphic on U if it is complex differentiable in every zy € U. If U = C we say that f is
entire.
Remark 1.2. The notion limj_,¢ means that the limit exists for every sequence h,, — 0 with h,, # 0 for
h

#£0
all n € N. In particular, the sequence can approach 0 from different directions.
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As we shall see the complex differentiability of a function implies a lot of nice properties. For instance,
f is then automatically infinitely many times differentiable and can be represented locally as a power
series.

But first let us stress the difference to differentiability when f = u + v is identified with a function
f:U C R = R?via f(z,y) = (u(z + iy),v(x + iy)). To this end, note that for fixed w € C the
multiplication z + w - z can be viewed as a linear mapping from R? to R2. On the one hand, writing
w = a+ b and z = x + 1y we derive the matrix representation

)= (om)=G D0

On the other hand, writing w = |w|e®¥ in polar coordinates, we see that a = |w| cos(p) and b = |w|sin(¢p),

so that

a —b) o] cos(p) —sin(p)

b a ) sin(p)  cos(p).
Hence the multiplication in C represents a rotation followed by a dilation. In particular, it preserves
angles. Since Definition 1.1 implies that

f(2) = f(20) + f'(20) (2 — 20) + o(|z — 20]),
we conclude that f(z) is locally approximated by a dilation combined with a rotation. Recall that real
differentiability of f requires that there exists a matrix D f(z9) € R?*? such that

f(2) = f(20) + Df (20)(z = 20) + ol]z = 20])-

The matrix D f(zp) contains the partial derivatives and is of the form

~ . 6zu(z) ayu(z)
Df(z) = (awv(zg) 8yv(22)> '

The main difference to real differentiability is that we require a complex product as linear approximation
instead of a matrix-vector product. As we have seen this corresponds to a special structure of the matrix-
vector product. Using again the identification C ~ R? this leads us to the following proposition.

Proposition 1.3 (Cauchy-Riemann equations). A function f = u+iv: U — C is complex differentiable
in 2o € U if and only if f : U — R? defined above is real differentiable in zo and satisfies

Opu(z0) = Oyv(20),
0,0(20) = —0yu(zo).

Remark 1.4. As for the standard derivative one can prove the following properties:

(i) If f,g : U — C are complex-differentiable in zy € C, then so are f+g, f-g and, provided g(zo) # 0,
also 1/g. Moreover, (f + g)'(20) = f'(20) + ¢'(20) and (f - 9)'(20) = f(20)¢'(20) + f'(20)9(20),
while (1/9)'(20) = —¢'(20)/9(20)*-

(ii) If f : U — C is holomorphic and g : V' — U is holomorphic, then fog:V — C is holomorphic
and (f o g)'(z0) = f'(9(20))9' (20)-

Example 1.5. (i) Constant functions f(z) = ¢ are holomorphic with f/(z) = 0 for all z € C.

(ii) The linear function f(z) = z is holomorphic on C. By the previous remark it follows that every
polynomial p(z) = ag + a1z + ... + a,z™ is holomorphic with p/(z) = a; + ... + na, 2" '.

(iii) f(z) = 27" with n € N is holomorphic on C\ {0} with f/(z) = —nz=""1.

(iv) convergent power series f(z) = > 7, ax(z — 20)* are holomorphic on the open disc Br(zp),
where R denotes the radius of convergence. It holds that f'(2) = > 7o, kag(z — 20)"" ! (see
exercise H 1.3). In particular, the complex exponential function exp(z) = Y ;- %): is an entire
function and exp’(z) = exp(z).

(v) the complex conjugation z — % fails to be complex differentiable at any point z € C (see exercise
H1.2).
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1.2. Complex curve integrals. The first important result about holomorphic functions is Cauchy’s
integral formula. Before we state it let us recall the notion of curve integrals. In what follows we will
always assume that v : [a,0] C R — U is a piecewise continuously differentiable curve. We say that a
curve is closed if y(a) = v(b).

Definition 1.6. Let v : [a,b] — U be a piecewise C''-curve and f : U — C be holomorphic. The complex
curve integral of f along ~y is defined as

Lﬂu:LUmwwwm

In the above formula the integrand on the right hand side is complex-valued. Integration has to be
understood by integrating separately the real-and imaginary part.

Let us collect some elementary properties of the complex curve integral.

Lemma 1.7. Let v : [a,b] — U be a piecewise Ct-path and f : U — C be holomorphic.

(i) The curve integral is invariant under orientation preserving reparametrizations, i.e., if ¢ : [a1,b1] —
[a,b] is a bijective piecewise C'-function such that ¢'(s) > 0 for all s € [a1,by] then for the curve
1 : a1, b1] = U defined by v1 = 7 o ¢ we have

Alfdz_Afdz.

If instead ¢'(s) < 0 for all s € [a1,b1] then the integral changes its sign.
(ii) (fundamental estimate)
/ fdz
¥

(11i) Suppose there exists a primitive F : U — C of f, i.e., F is holomorphic on U with F' = f. Then

/ﬁhzﬂ%W*FW@)

< sw |f(y /rv\w

s€la,b]

= L('y) length of ~

In particular, the curve integral equals 0 if v is closed.

Proof. (i) We perform the change of variables s = (t), so that by definition

[ rae= [ ratoemsma= [ faen = [ ra.

where we used that due to the monotonicity of ¢ we have that ¢(a1) = a and ¢(b1) = b. Here we assumed
that the function is C'. The general case can be treated by partitioning the interval into finitely many
smaller ones where ¢ is C*. If ¢ is monotone decreasing, then the change of variables comes with a sign
change.

(ii) By the triangle inequality for integrals we have

b
/ fOy@®)Y' (1) dt| <
as claimed.

(iii) By the chain rule it holds that

/Lf DN @) dt < sup [y |/wv|w

s€la,b]

7 F0®) = FOr)' ().

Integrating this equality over the interval [a, b] yields the claim by the fundamental theorem of calculus.
|
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The last point raises the question if every holomorphic function possesses a primitive. As we shall see
this strongly depends on the geometry of the set U where the function f is defined. Let us start with an
illustrative example.

Example 1.8. Let f : C\ {0} — C be defined by f(z) = 27" for n € N. Consider the closed curve
0B1(0) = {z € C : |z] = 1} oriented counter-clockwise, so that we can choose the parametrization
7 : [0,27] — C given by 7(t) = €. Then the complex curve integral equals

27 27 : : —
/ fdz= / e Mgt dt = z/ =it g = 2mi , ifn=1,
, 0 0 1 (627r(17n)1 _ 1) if n >9

(F=0)
~fomi ifn=1,
lo  ifn>2.

1

Hence there cannot exist a primitive of the function z — — on C\ {0}. In particular, there exists no
z

'logarithm’ on C \ {0}.

Next we study which conditions on the set U ensure the existence of primitives for all holomorphic
functions f : U — C. We introduce the following geometric properties:

Definition 1.9. A set M C C is called star-shaped with respect to zg € M if for all z € M the straight
line between z and z, denoted by [2o, 2], is contained in M.

Remark 1.10. e An open star-shaped set is automatically path-connected, so it is a domain.
e Convex sets M are star-shaped with respect to every point zg € M.
e the sliced complex plane C~ := C\ {x € R: x < 0} is star-shaped.
e the punctured complex plane C\ {0} is not star-shaped.

We will now prove an auxiliary result on the existence of primitives.

Lemma 1.11. Let U C C be a star-shaped domain with respect to some zg € U and f : U — C be
continuous such that

(2)dz=0
O0A

for all closed triangles A C U. Then the curve integral
Fe = [ e

defines a primitive of f.

Proof. Let z € U be arbitrary. We have to show that F is complex differentiable in z with F'(z) = f(z).
Fix r > 0 such that B,(z) C U and fix w € B,(z) \ {#}. Choose a triangle A with corners zy, z and w.
Then according to the assumption

o= [ jerde= [ peder [ fede+ / f(e)de.
OA [z0,%] [z,w] [w,z0]
—_——
=F(z2) —F(w)

Hence we deduce that

F(w) - F(z) = / £(6) de.

[z,w]
Since the length of f[z w] 1d¢ = w — z it follows that
F(w) — F(2) 1
e O MG R IOL;

[z,w]
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We are done if we show that the right hand side term tends to 0 when w — z. To this end, we apply the
fundamental estimate which yields that

1 / L([z, w])
f(&) = f(z)dg| < sup [f(t) = f(2)] = sup [f(t) — f(2)].
W =2 Sz ) L el ]
Since f is continuous in z, the last term vanishes when w — z. O

The next lemma ensures that holomorphic functions satisfy the triangle condition of the previous
lemma.

Lemma 1.12 (Goursat’s lemma). Let U C C be open and f : U — C be holomorphic. If A C U is a
closed triangle , then

f(z)dz =0.
oA

Proof. Fix such a triangle A. We subdivide it into four smaller triangles (A{)?Il by joining the midpoints
of each side of A and orient all triangle boundaries counterclockwise (see Figure 1). Then

FIGURE 1. Partitioning of the initial triangle A.

4
f)dz=%" [  f(2)dz

EYN oo
since the contributions from the inner triangle are canceled. Choose an index j; € {1,...,4} such that
~ f(2)dz| is maximal. Set then A; = AJ', so that
Al
f(z)dz| <4 f(z)dz|.
oA CYN

Now we iterate this procedure to obtain a sequence of triangles (A, )nen such that

/aAf(z)dz /{mn f(z)dz

Moreover, note that in each step the side lengths decrease by a factor of 2, so that

L(A,) = 27" L(A).

<4"
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The sequence of triangles (Aj,),en is nested and each A, is a compact set. Hence the intersection is
non-empty’ and there exists
(o)
20 € m A,
n=1

Next we expand the holomorphic function f in zg via f(2) = f(z0) + f'(20)(z — 20) + o(|z — 20|). Then

f(z)dz = /aA f(z0) + f'(20)(z — 20) dz+/ o(|z — z0|) dz.

A, oA,

=0 since there exists a primitive

We conclude from the fundamental estimate that

f(z)dz /{m o(]z — zo|) dz

OA n

<qn < AML(AL)0(L(A,)) = 2"0(L(9A,)) — 0

as n — +oo. This proves the claim. O
Now we are in a position to prove the famous Cauchy integral theorem on star-shaped domains.

Theorem 1.13 (Cauchy’s integral theorem, version I). Let U C C be a star-shaped domain with respect
to zo € C and f : U — C be holomorphic. Then

F(z) = /[ FGLE

defines a holomorphic primitive of f. In particular, the curve integral of f over curves in U depends only
on the start and endpoints.

Proof. Applying Goursat’s lemma this is a direct consequence of Lemma 1.11 and Lemma 1.7 . |

We now apply this result to prove a non-trivial invariance property of the complex curve integral for
holomorphic functions.

Corollary 1.14. Let U C C be open and zy € U. Suppose that f : U\ {z0} — C is holomorphic. Let

r,R >0 and c € C be such that B,(z9) C Br(c) and Br(c) CU. Then

/ fdz = / fdz,
9B (z0) OBR(c)

where both circles 0By (z0), 0Br(c) are oriented counterclockwise.

Proof. Since Br(c) C U there exists a slightly larger open ball B* C U such that Bg(c) C B* and f is
holomorphic on B*. Note that due to convexity the infinite line trough ¢ and z (take any line though 2
if 29 = ¢) intersects both dB,.(2) and dBg(c) in exactly two points. Let z}, 2% be the intersection points
in Bg(c) and z},22 be the intersection points in B, (z), respectively. Then we define the following
paths:

1

Y

- « a straight line from 211% to 2!, where we assume without loss of generality that z! is closer to
z}, than 22

v1 a half circle on 9B,(zg) from z} to 2
- 72 a half circle on 9B,(zg) from 22 to z
3 a straight line from 22 to 2%;

- 73 a half circle on dBg(c) from z} to 2% oriented counterclockwise;

- 74 a half circle on dBg(c) from z% to z}, oriented counterclockwise;

oriented clockwise;
oriented clockwise;

2
T
1
T

see also Figure 2. Then consider the points a1, as € 0B* that are the two intersection points of the line

LConstruct a sequence zn by picking any zn, € Ap. Since A; is compact there exists a subsequence zn; such that
Zn; — 20 € Aj. Since zp, € Ag for all n > 2 the limit belongs also to Ag. Continuing this reasoning we find that zg € Ay,
for all n € N.
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FIGURE 2. A sketch of the paths defined above and the sliced ball (created by Gianluca Orlando).

through zg that is orthogonal to the previously chosen line and dB*. We may assume that [z, a;]N7; # 0
for ¢ = 1, 2. Define the two closed paths
vy=atmt+Btu, YV =n-Btn-o

where with a slight abuse of notation we write + if we concatenate the paths from left to right and —
if we concatenate the paths from left to right, but the one on the right hand side of the — sign in the
reverse direction. Note that the set B* \ [20, a;] is star-shaped for i = 1,2 and ([0, 1]) C B*\ [20, az] and
~'([0,1]) € B*\ [20, a1]. Hence from Theorem 1.13 we conclude that

/afdz—i-/%fdz—k/ﬁfdz—k Mfdz—/vfdz—o,

stdz—/ﬁfdz—i— 72fdz—/@fdzz[y/fdz:0.

Adding these two equations the integrals over « and S cancel and by definition of the remaining paths
we obtain the claim. ]

The previous result is a special case of a more general invariance property involving more topological
notions that we introduce for the sake of completeness:

Definition 1.15 (Homotopy and simply connected sets). Let U C C be an open set.
(i) two curves® 1,72 : [0,1] — U with same start and endpoints are called homotopic in U if there
exists a continuous function H : [0,1] x [0,1] — U such that
H(0,t) =n(t), H(1,t)=2(t), H(s,0)=~(0), H(s,1)="(1)fori=1,2;

(i-e., they can be continuously deformed into each other keeping the start and endpoint fixed)
(ii) two closed curves v1,72 : [0,1] — U are called freely homotopic in U if there exists a continuous
function H : [0,1] x [0,1] — U such that

H(Ovt) :’Vl(t)a H(lvt) :72(75)7 H<S7O) :H(571)§

(i-e., they can be continuously deformed into each other preserving closedness)

(iii) a closed curve 7y : [0,1] — U is called null-homotopic in U if it is freely homotopic in U to a
constant curve.

(iv) a domain U C C is called simply connected if every closed curve « : [0,1] — U is null-homotopic
in U.

2Here we always assume that curves are defined on [0, 1] which can always be achieved by reparametrization.
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In the exercises we will see that star-shaped domains are always simply connected, but that the converse
is not true. Hence the result below is a strict generalization of Theorem 1.13. However, a proof of this
theorem goes beyond the scope of this course.

Theorem 1.16 (Cauchy’s integral theorem, version II). Let U C C be open and f : U — C be holomor-
phic.
(i) If 1,72 : [0,1] = U have the same start and endpoint and are homotopic in U or are closed and
freely homotopic in U then
fdz= fdz;
71 72
(i) If v :[0,1] = U is closed and null-homotopic in U then

/fdz:O;
.

(iti) If U is simply connected then there exists a primitive F : U — C of f. Fizing any zo € U it can
be taken of the form

F(z) = / e

where v, : [0,1] = U is any curve that connects zp and z.

Remark 1.17. (i) The definition of F(z) is independent of the curve «, due to property (ii) when
U is simply connected.

(ii) (complex logarithm) The formula for F(z) can be used to derive an expression for the complex
logarithm as a primitive on 1/z (see also H 2.4). Writing any z € C~ = C\ (—00,0] as z = |z]e??
with ¢ € (—m, ) we construct v, as the straight line from 1 to |z| composed with an arc of circle
on GB|Z|(O) Then

! 2] -1 O =t ity it ;
log(z) = /0 T (o= 1) de —|—/0 |z| " e~ i|z|e™ dt = In(|z]) + .
1.3. Consequences of the Cauchy integral theorem. In this section we derive strong properties of
holomorphic functions which follow from Cauchy’s integral theorem. We start with another theorem due
to Cauchy which expresses a holomorphic function by a curve integral. In particular, it implies that in
order to know a holomorphic function in a ball it suffices to know its values on a curve.

Theorem 1.18 (Cauchy’s integral formula on discs). Let U C C be open and f : U — C be holomorphic.

Let z9 € U and r > 0 be such that B.(z9) C U. Then for all z € B.(z9) we have

fo=o [ I

270 Jop,(z0) C — 2
Proof. Fix z € B,(zp) and define the function
T = f'(z) if ( = z.

Since f is complex differentiable in z the function g is continuous on U. We show that f 9B, (0) gd¢ = 0.

Indeed, since g is continuous and B, (zp) is a compact set g is bounded on B, (zg). From Corollary 1.14
we infer that for any € > 0 small enough such that B.(z) C B,(z9) we have by the fundamental estimate

/ gdc / gdc
OB, (20) OB (z)

Letting ¢ — 0 we conclude that indeed faBr(zO) gd¢ = 0. Next we apply again Corollary 1.14 to the

<2me sup |g(¢Q)| <2me sup |g(¢)].
(€0B(2) (€Br(z0)

function h(¢) = (¢ — z)~", which is holomorphic on C \ {z}. Again for £ > 0 small enough we know that



LECTURE NOTES

B.(z) C Br(%9) and therefore
1 1
/ d¢ = / d¢ = 2w,
9By (20) 6 — 2 9B.(z) C — 2

where the last equality can be proven as in Example 1.8. Gathering what we proved so far we deduce
:/ &dc — f(2)2m.

1
9By (20) 6 — 2
O

f(Q)
0= d¢ = —22d¢ —
/E)Br(zg) gd¢ /c’?Br(zo) ¢—=z ¢= 1) »/8BT(20) (C—=2)

Rearranging terms yields the claim.
Corollary 1.19 (Mean value property). Under the assumptions of Theorem 1.18 it holds that

that

27

f(z) = % ; f(z+ret)dt.
O

Proof. Insert the parametrization ¢t — z + re’ for t € [0,27] in Theorem 1.18 and evaluate the integral

with zg = z.
Next we prove the announced analyticity of holomorphic functions.
Theorem 1.20. Let U C C be open and f : U — C be holomorphic. Then for each zg € C and r > 0

with By(z0) C U we can write
flz)= Z ar(z — 2)" Vz € B (20)
k=0

‘ f(z)

th ap, = — dz.
Y= o /a&(zo) (z — z)ktt :
Proof. Without loss of generality we set zo = 0 (otherwise consider z — f(zo + 2)). Given r > 0 as in the
theorem we can apply Cauchy’s integral formula to deduce

1 1
Q1 g
1-¢

1 fQ 4o L
1) = 2mi /637'(20) (-2 = 2mi Jop,(z) €
——
© k
> (%)
k=0

where the geometric series formula holds since |z| < r = |¢|. Moreover, since z is fixed the geometric series
converges uniformly in £ € B, (zp), so that we can exchange the sum with the integral which yields

(L 1O e ) o5 = S g0k
16 =3 (m L Cmdg) F= Pt
|

k=0

Corollary 1.21. Let U C C be open and f : U — C be holomorphic. Then f is infinitely complex
differentiable in each zy € U and each derivative f) is holomorphic on U. Moreover, if B,(z9) C U the

e

deriatives can be calculated by
|
() (5 — / .
=) 2mi Jo, (z) (2 — 20)" 1

Proof. We have proven in exercise H 1.3 that power series are holomorphic within their radius of conver-
gence and that the derivative has again a power series representation with the same radius of convergence.
Hence by Theorem 1.20 and induction f is infinitely complex differentiable and every derivative is again
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complex differentiable in every zg € U. Moreover, given the representation f(z) = > poar(z — 20)¥,
again by H 1.3 it follows by induction that

oo n—1

F2) =" T] (k= dar(z — 20)*™,

k=n i=0
so that f(")(z9) = nla,. Hence also the structure of the derivatives is a consequence of Theorem 1.20. [

Let us derive further consequences of Cauchy’s integral formula. The first one is the converse statement
to Goursat’s lemma.

Theorem 1.22 (Morera’s theorem). Let U C C be open and f : U — C be continuous. If for each closed
triangle A C U we have

fdz=0,
oA
then f is holomorphic on U.
Proof. Fix zy € U. By Lemma 1.11 the function f has a primitive F' on each ball B,(zy) C U (note
that balls are star-shaped). In particular, by Corollary 1.21 also f = F’ is holomorphic on B,.(z). Since
zo € U was arbitrary this concludes the proof. O

While Morera’s theorem seems to be a rather complicated method to prove holomorphy of a given
function it implies a strong property for sequences of holomorphic functions.

Theorem 1.23 (Weierstrass convergence theorem). Let U C C be open and (fn)nen : U — C be a
sequence of holomorphic functions. Assume that there exists a function f : U — C such that f, — f
locally uniformly, i.e., for each compact set K C U it holds that

sup |fn(z) — f(2)| =0  asn — +oo.
zeK

Then f is holomorphic on U.
Remark 1.24. On R differentiability is not preserved under local uniform convergence. For instance,
the sequence of smooth functions f,(z) = y/= + 22 converges uniformly locally uniformly on R to the

non-differentiable function f(z) = |z|.

Proof of Theorem 1.23. Let A C U be a closed triangle. Then due to Goursat’s lemma (see Lemma 1.12)
it holds that faA fndz =0 for all n € N. According to exercise H 2.3 we have

0= fndz — fdz.
OA OA
Recall that the local uniform limit of continuous functions is always continuous (see Analysis 2), so that
Morera’s theorem yields that f is holomorphic. O

The next result shows that entire functions (i.e. holomorphic on C) cannot be bounded except when
they are constant.

Theorem 1.25 (Liouville’s theorem). Let f : C — C be holomorphic and such that sup,cc | f(2)] < +o0.
Then f is constant.

Proof. 1t follows from Theorem 1.20 that we can write

f(z)= Z apz”
k=0

for all z € C. We show that ax = 0 for all £ > 1, so that f(z) = ap for all z € C as claimed. Using the
formula from Theorem 1.20 for any r > 0 we deduce from the fundamental estimate that

1 f(2) 1 |f(2)]
/6&(0) g dz| < su

2m T 27 Leam, (o) 12|FTT

L(9B,(0)) < r~*sup |f(2)]-
zeC

lax| =
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By our assumption the supremum is finite, so that letting r — +oo yields the claim. O

Recall that Cauchy’s integral formula implies that a holomorphic function on a ball is determined by
its values on the boundary. The next result is a far reaching generalization.

Theorem 1.26 (Identity theorem). Let D C C be a domain and f,g: D — C be holomorphic functions.
Then the following conditions are equivalent:
(i) f =g on D;
(i3) the set {z € D: f(z) = g(2)} has an accumulation point® in D;
(iii) there exists zg € D such that ™) (z) = g™ (20) for allm € NU{0}.

Proof. (1) = (ii) is clear. Next we show that (ii) = (iii) by contradiction. Set h = f — g and let zop € D
be an accumulation point of the set {h = 0}. Assume that there exists a minimal m € N U {0} such
that h(m)(zo) # 0. According to Theorem 1.20 we can write h locally as a power series and, according
to Corollary 1.21, the coefficients ay, satisfy ar = 0 for all 0 < k < m and a,, # 0. In particular, we can
write

h(z) = Z ar(z — 20) = (2 — 20)™ Zam+k(z — z)*
k=0

k=m

=thm(2)

Note that h,, is holomorphic in a neighborhood of zy and that h,,(z9) = a,, # 0. By continuity there
exists £ > 0 such that h,,(z) # 0 for all z € B.(zp). Hence also h(z) # 0 for all z € B.(z0) \ {20}. This
means that zg cannot be an accumulation point of {h = 0}, which yields a contradiction.

Finally we show that (iii) = (i). Here we have to use that D is a domain. Set again h = f — g. By the
continuity of each derivative h(*) (see Corollary 1.21) the set Sy = {z € D : h(®) = 0} is closed in D*,
Hence also the intersection S = (,—, Sk is closed in D. We claim that S is also open in D. Indeed, if
20 € S then the power series of h around zy equals zero, so that A = 0 on a small ball B.(z9). Hence
B.(zp) C S which proves that S is open. Since D is a domain this implies that S = D since by assumption
S # () as zp € S°. Then the power series representation of h equals 0 in every point z € D. This concludes
the proof. O

As a consequence of the identity theorem we deduce that zeros of non-constant holomorphic functions
are isolated.

Corollary 1.27. Let D C C be a domain and f: D — C be holomorphic. Then either f =0 or
f(z0)=0 = Je>0 such that f(z) #0 Vz € B.(20) \ {#0}-

Proof. Assume that f is not constantly 0 and that f(zp) = 0 for some 2y € D. If for all £ > 0 there exists
ze € Be(z0) \ {20} such that f(z.) = 0, then 2z is an accumulation point of {f = 0} in D. This yields a
contradiction to the identity theorem. |

We next prove that a holomorphic function that is not constant on a domain maps open sets to
open sets. Note that this property is wrong for smooth real-valued functions. For instance, the function
x +— sin(x) maps the open interval (0,27) to the closed set [—1,1]. The property that open sets are
mapped to open sets is very important from a topological point of view since it implies that the inverse
function is also continuous (provided it exists). In the proof we will use the following auxiliary result that
is interesting on its own.

Lemma 1.28. Let U C C be open and f : U — C be holomorphic. Assume that B,.(z9) C U is a closed
ball such that min.epp, (z0) |f(2)] > |f(20)|. Then f has a zero in B, (z).

320 € D is an accumulation point if there exists a sequence (zn)nen C {z € D : f(z) = g(2)} such that z, # zo for all

n € N and z, — 29.

4A set S is closed in D if for all sequences (zn)neny C S with z, — z € D it holds that z € S. The important point is
that we assume that the limit z belongs to D. In that sense D is closed in D even when it is not closed in C

5Path connectedness implies that the only subsets of D that are open and closed are D and the empty set. This is a
general fact which you find in many analysis/topology text books. For open sets in C also the converse is true.
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Proof. Assume that f(z) # 0 for all z € B,(z). Then by assumption also f(z) # 0 for all z € B,(zy). By
continuity it follows that f(z) # 0 for all z in a slightly larger open set V' C U with B,.(z9) C V. Then
the function z — 1/f(z) is holomorphic on V' and by the mean value property (see Corollary 1.19) we
deduce that

1 1
< sup ——=( min [f(2)])7},
TGN = oo TN bt TV

which contradicts the assumption. O

Theorem 1.29 (Open mapping theorem). Let D C C be a domain and f : D — C be a non-constant,
holomorphic function. Then f(D) is again a domain.

Proof. We first show that f(D) is path-connected. Let wq,ws € f(D). Then there exist 21,22 € D such
that f(z;) = w; for ¢ = 1,2. Since D is path-connected there exists a continuous curve v : [0, 1] — D such
that v(0) = z; and (1) = z2. Then fo~:[0,1] — f(D) is continuous and connects w; with wo. Hence
f(D) is path-connected. It remains to prove that f(D) is open. Let wy € f(D) and 29 € D be such that
f(20) = wo. Up to considering f— f(zo) we may assume that wy = 0. Since f is not constant Corollary 1.27

1
implies that there exists r > 0 such that f(z) # 0 for all z € B,.(z0) \ {z0}. Set € = 3¢ 51;1311% : [f(Q)] >0
€9dbBr (20

and fix w € B.(0). It suffices to show that there exists z € D such that f(z) = w. To see this, note that
for all z € 9B,.(z9) we have
f(z) —wl > min  [f(Q)] —[w] = 2e —[w] > & > [w]| = [f(20) —w].
C€EDBy(20)
Hence we can apply Lemma 1.28 to deduce that there exists a zero of z — f(z) — w in B,.(2¢). This
proves the claim. O

The open mapping theorem can be extended to general open sets U C C under the assumption that
f is not constant on any open subset V' C U. The conclusion has to be adapted in the sense that f(U)
is an open set, but not necessarily path-connected.

From the open mapping theorem we deduce the maximum principle for holomorphic functions.

Theorem 1.30 (Maximum principle). Let D C C be a domain and f : D — C be holomorphic. If |f]
attains its mazximum on D, then f is constant.

Proof. Assume that there exists zp € D such that |f(z)| > |f(2)| for all z € D. If f is not constant, then
by the open mapping theorem there exists € > 0 such that B.(f(z0)) C f(D). But the ball B.(f(z0))
contains elements w with |w| > |f(z0)|, which contradicts the maximality. Hence f is constant. O

Corollary 1.31. Let D C C be a bounded domain and f : D — C be continuous and holomorphic on D.
Then |f| attains its maximum on OD.

Proof. Since D is compact the continuous function |f| attains its maximum in some 2y € D. If 29 € D
then by the maximum principle f is constant, so the maximum is also attained on 9D (it is attained in
every point z € D). This concludes the proof. (|

Similar to the open mapping theorem the maximum principle holds for general open sets with the
conclusion that f is constant on the connected component containing the maximum of |f|. Moreover,
also in the case of local maxima the maximum principle allows to conclude that f is constant on the
connected component containing the local maximum (see exercise H 4.3).

1.4. Isolated singularities and Laurent series. So far we considered only holomorphic functions,
that is to say very regular functions. In this section we analyze the behavior of holomorphic functions
near isolated singularities as defined below.

Definition 1.32. Let U C C be open and f : U — C be holomorphic. zy € C\ U is called an isolated
singularity of f if there exists € > 0 such that B.(zo) \ {z0} C U.

We classify isolated singularities as follows:
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Definition 1.33 (Different types of isolated singularities). Let U C C be open and f : U — C be
holomorphic. An isolated singularity zo of f is called

(i) removable if there exists a holomorphic extension f: U U {z} — C of f;
(ii) a pole of f if there exists m € N such that the function z — (2 — 2¢)™ f(z) has a removable
singularity in zg. The smallest number m with this property is called the order of the pole;
(iii) an essential singularity if zo is neither a removable singularity nor a pole of f.

Here some examples of isolated singularities:
a) PN sinz(z)
sentation of sin(z) which is of the form z — £2% 4 ..., so that the denominator is canceled.

b) z+— (z — z9)~™ has a pole of order m in 2y € C.

has a removable singularity in z = 0. This can be seen using the power series repre-

c) z— e% has an essential singularity in z = 0 (see exercise H 4.5).
The next result characterizes removable singularities.
Lemma 1.34 (Riemann extension lemma). Let U C C be open and f: U — C be holomorphic. Assume
that zo € C\ U is an isolated singularity of f. Then the following conditions are equivalent:
(i) zo is a removable singularity of f;
(ii) f can be extended to a continuous function f: U U {z} — C;
(iit) f is bounded in Bc(z20) \ {20} for some e > 0;
(iv) ZILIE()(Z —20)f(2) =0.

Proof. See exercise H 3.3. g

Next we want to derive a generalized series representation around isolated singularities. For the sake
of generality we consider not only isolated singularities but functions that are holomorphic on an annulus

A, r(z0) ={z€C: r<|z—2)]| <R}
Isolated singularities form a special case setting r = 0. We first prove a generalization of Corollary 1.14.

Lemma 1.35. Let f : A, g(20) = C be holomorphic. Then for every r < s < p < R we have

/ fdz= / fdz.
835(20) 8Bp(20)

Remark 1.36. This statement is an easy consequence of the second version of Cauchy’s integral theorem
since the two boundaries are freely homotopic in A, r(z¢). However, we give a different proof not based
on that theorem.

Proof of Lemma 1.35. Given any holomorphic function g : A, r(z9) — C define the function J : (r, R) —

C by
2m
J(x) :/ 9(9) d¢ = z/ g(z0 + xze') dt.
o 0

B, (z0) ¢~ %0
Since ¢ is smooth on A, g(zo) it follows that J is differentiable and

27 27

d . L 1

J'(x) = Z/ 90 + ze')dt = Z/ g (20 + e )e dt = —~(9(z0 + ) = g(z0 + 7)) = 0.
0 0

Thus J is constant on (r, R). Taking g(z) = f(z)(z — z0) we conclude the proof. O

As for the power series representation of holomorphic functions we need a suitable version of Cauchy’s
integral formula on annuli.

Proposition 1.37 (Cauchy’s integral formula for annuli). Let U C C be open and f : U — C be
holomorphic. Assume that A, g(z0) C U. Then for any z € A, r(20) it holds that

() = 1 FQ) 4o 1 f(©) dc.

T omi 9Br(z0) C — 2 2mi 9By (20) 6 — 2
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Proof. Fix z € Ay r(20) and define the function g : U — C as

LO-JGE  f ¢ e U\ {2}
= Ciz ’
9(¢) {f,(z) if ¢ = 2.

Since f is complex differentiable in z it follows from Riemann’s extension lemma that g is holomorphic

FIGURE 3. The geometric situation of Proposition 1.37. Around 2 the set U has a hole.

on U. Since A, r(20) € U there exist 7y < r and R; > R such that A, r,(20) C U (see also Figure 3).

Hence Lemma 1.35 implies that
/ gdz = / gdz.
BBR(Zo) 3BT(Z0)

Inserting the definition of g we obtain that

FQ 4 FO) 4 = F2) 4 f2) 4
/633(%) -z - /a&(zo) C(—=z ¢ /BBR(zO) (—z . /83,,,(%) -z -
~——_— ————

=0 since there exists a primitive

= f(z —2)"tdz =2mif(z).
~ /(2) AhMJ< e =2mif(2)

=274 (apply Thm. 1.18 to f = 1)
Rearranging terms yields the claim. 0
Now we can derive the so-called Laurent-series representation on annuli.

Theorem 1.38 (Laurent series expansion). Let U C C be open and f : U — C be holomorphic. Assume
that A, r(z0) C U. Then for every z € A, r(z0) we can write

F2)=) enlz —z0)",

nez

where the coefficients are given by

1
e | ) g
2mi JoB, (z) (2 — 20)" Tt

which is independent of s € (r, R).
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Proof. Fix z € A, r(z0). Then there exist r < 1 < Ry < R such that z € A, g, (20) and A,, r,(20) CU.
Therefore Proposition 1.37 yields that

£(2) i/ f©) dc L/@ f©) dc. (1)

o 27T’L 3BR1(20) C —Z B 27T’L Brl(zﬂ) C —Z
Similar to the proof of Theorem 1.18 we have that
210 Jopg, (z0) ¢ — % 270 Jopp, (z) ¢ — %01 — =52 27 JoBg, (z0) S (¢ — 20)"HT
uniform 00
convergence 1 f(C)
g
= — —————d{(z — 2)".
T;) 210 JoBg, (z0) (€ — 20)" ! ( 2
Writing
I S S 1 :i (¢ — z)" :f (z — 2)"
(=2 2-( z—21-52 ‘(2 — z0)" ! L (€= zo)m !
Z—Zz0 n= n—=-—
for ¢ € 9B, (z9) we conclude by the same reasoning as above that
1 f(©) «— | / f(©)
I — dCZ P 7d<2—20n.
2mi Jop,, () ¢ — % TZ; 270 JoBg, (z0) (€ — 20)™t" ( )
Moreover, since r1, Ry € (r, R) we can apply Lemma 1.35 to infer that for any s € (r, R)
1 1 1

20 JoBg, (z0) (¢ — 20)" 2mi JoB,, (z0) (€ — 20)" 211 Ja. (z) (€ — 20)"

Hence the claim follows from (1). O

Having derived the local Laurent series representation of holomorphic functions let us study such series
a little bit more in detail. Given a series of the form
-1

ch(z—zo)"z Z cn(z—zo)"—Fch(z—zo)"

nez n=-—oo n=0

=:h(z) =:9(2)

we call it a Laurent series and h the principal part of the Laurent series and g the regular part of the
Laurent series. We call a Laurent series (uniformly, pointwise, etc.) convergent if both principal and
regular part converge (uniformly, pointwise, etc.). In the lemma below we collect some properties of the
principal part.

Lemma 1.39. Let zp € C and (c—x)52, C C. Define

r = limsup v/|c_k| € [0, 4+00].

k—+oco

Then the series

h(z) = Zc,k(z —2)7F
k=1

converges for all z € A, 1oo(20) == {2 € C: |z — 20| > r} and diverges for z € B,(zp). Moreover, it

converges uniformly on A, 4 (z0) for every p > r. In particular, it is holomorphic on A, 1 (20) and
lim h(z)=0.

|z| =400

Proof. Tt suffices to note that h is a power series in the variable ( = (z — 29)~!, 7 is the inverse of the

convergence radius of this power series and (| < 1 if and only if |z — zo| > r with the convention that
1/0 = 400 and 1/ 4+ 0o = 0. The claim then follows from the corresponding statements for power series,
noting that |z| — +oo if and only if ¢ — 0. O
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From the previous lemma and the fact that a power series converges on Br(zp), where R denotes its
radius of convergence while it diverges outside Bgr(zp), it follows that the natural domain of Laurent series
is given by the annulus A, r(zo). Next we prove that the coefficients of the Laurent series representation
of a holomorphic function are unique.

Corollary 1.40. Assume that f : A, r(20) = C is holomorphic and given by a Laurent series of the
form

f(z)= Z en(z — 20)".

nez

1 f(2)

2 Jop, () (2 — 20)"H

Then ¢, is given by

dz,

Cn =
which is independent of s € (1, R).

Proof. Due to Lemma 1.39 and the corresponding property for power series we know that the Laurent
series representing f converges uniformly on every annulus A, g, (z0) with r < < Ry < R. Hence for
s € (r, R) we may exchange integration and summation, so that

f(z) / k 1 k 1
— _dz= cp(z—20)" " de = cr, (z —20)" " da.
/6Bs(z0) (z = 2z) 1 9B, (20) k% Z

kez OB (z0)

For k —n —1 # —1 the integrand has a primitive on C\ {2}, so that the integral vanishes. For k = n
the integral equals 27 (see also Example 1.8), so that the right hand side equals 27ic,, which proves the
claim. ]

Next we study the connection of the coefficients (¢, )nen with the type of singularities when f is defined
on Ao, r(zo) for some R > 0. The following proposition allows to easily determine the type of singularities
of many functions.

Proposition 1.41. Let U C C be open and f : U — C be holomorphic. Assume that zog € C\ U is
an isolated singularity of f and let (¢, )nez be the coefficients of the Laurent series expansion of f on
Ao r(2z0) (R >0 small enough such that Ao r(z0) CU). Then zy is a
(i) removable singularity if and only if ¢, =0 for all k < —1;
(ii) a pole of order m € N if and only if c_p, # 0 and ¢, =0 for all k < —m.
(iti) an essential singularity if and only if ¢, # 0 for infinitely many k < —1.

Proof. (i) If ¢, = 0 for k < —1 then the Laurent series reduces to a power series with a positive radius
of convergence. Hence z; is a removable singularity by exercise H 1.3. For the converse statement note
that, denoting the holomorphic extension still by f, we have for k¥ < —1 and s € (0,7) that

1 f(2)
C = " dz = O’
b om /am) (2 = z0)F1

holomorphic on B,.(z0)

where we used Cauchy’s integral theorem on the star-shaped set B (zo).
(ii) If 2zg is a pole of order m € N, then the Laurent series of (z — z0)™ f(z) reads

(z —2z0)™ chz—z0k+m ZC]mZ—Zo
keZ JEZ
Applying (i) it follows that ¢;_,, = 0 for all j < —1 or equivalently ¢, = 0 for k < —m. Moreover, since
m is minimal it follows again from (i) that ¢;_,,,41 # 0 for some j < —1 or equivalently ¢; # 0 for some
k < —m. Hence the only possibility is ¢_,,, # 0. On the other hand, if c_,, # 0 and ¢ = 0 for all £ < —m,
then the Laurent series of (2 — 29)™ f(z) reads
(z—20)"f(2) = Z cr(z — 20)Htm = ch m(z — 20)’

k=—m
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so that by (i) zo is a removable singularity of (z — z9)™ f(2z). Moreover, for £ < m it follows by the same
argument that the Laurent series representation of (z — z9)f(z) contains a non-vanishing principal part,
so that by (i) zp cannot be a removable singularity of (z — 29)¢f(z). Thus 2o is a pole of order m.

(iil) zp is an essential singularity if and only if neither (i) nor (ii) are true. This is the case if and only
if ¢ # 0 for infinitely many k£ < —1. a

Using the previous result it follows easily that sin(1/z), cos(1/z) or e'/*

in the origin.

have an essential singularity

Remark 1.42. The behavior near an essential singularity is quite chaotic. Indeed, Picard’s great theorem
says that if f has an essential singularity in zp then there exists at most one value wy € C that for each
e > 0 the function f : B:(20) \ {20} — C is surjective onto C \ {wp}, i.e. f omits at most one value no
matter how close to the singularity.

1.5. The residue theorem and applications. In this final subsection on complex analysis we will see
how the theory on the Laurent series representation allows to evaluate some integrals quite easily.

Definition 1.43 (Winding number of a curve). Let v : [a,b] — C be a closed curve (as usual we assume
that it is piecewise C1). Let ¢ € C be such that ¢ # v(¢) for all t € [a, b]. The winding number of v around

c is defined by
1 1
= — —c) dz.
57 V(Z c) z

v(v,c) :

The winding number describes how often the curve v winds around ¢ counterclockwise (it counts
clockwise winding with a minus sign)®. We first establish some elementary properties of the winding
number (not relying on the previous footnote, but try to first convince yourself about the statements
with the informal definition of the winding number).

Lemma 1.44. Let 7y : [a,b] — C be a closed curve. Set T' = ~v([a,b]) as the trace of ~.
(i) v(v,¢) € Z for all c € C\ T}
(11) If D C C is a domain with DNT =0, then v(v,c) is independent of ¢ € D;
(1ii) If c € C is such that A\c ¢ T for all A > 1, then v(v,c) = 0. In particular, lim v(y,z)=0.

z|—+o0

Proof. (i) Define the functions f, F : [a,b] — C by

o= [ s F =060 - 0.

Then f and F are piecewise C'-functions with f(a) = 0 and f(b) = 2mwiv (7, c). Computing the derivative
of F'in every point where f and ~ are differentiable we obtain that

!
t
F'(t) = —eif(t)f/(t)(’y(t) —o)+ e*f(t),yl(t) — _ef(t)gf)()(,y(t) —o)+ eff(t),y/(t) —0.
v(t) —c
Since F' is continuous and piecewise continuously differentiable this implies that F' is constant as it cannot
jump at the points where it is not differentiable. Since F'(t) # 0 for all ¢ € [a, b] this constant is different
from zero. Since y(a) = v(b) this implies that

1= FO) _ r@-rw)

67271'21/(’}/,6) )

6Here is a helpful argument using the following non-trivial result. Let =y : [a,b] — C be a piecewise C''-curve such that
¢ ¢ y([a,b]). Then there exist piecewise C'-polar coordinates r,6 such that y(t) = ¢ + 7(t)e*®®). The winding number
should be defined by the increment of the angle along the curve, i.e., v(y,c) = w Inserting the polar coordinate
representation of v we find indeed that

B b ,r/(t)eie(t) + T(t)ieie(t)el(t) b r’(t) . )
/7 (o lde— /a Fhrun dt = /ﬂ 5 +i0(0) dt = log(r (1) ~ log(r(5) +i(0(8) ~ ().

=0 since 7 is closed
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This is equivalent to v(y,c) € Z.

(ii) The function z — v(v, z) is continuous on C\ I'. Since D C C\ T’ is path-connected, the image
v(7y, D) has to be path-connected, too. Since Z is discrete the only path-connected sets of Z are points.
Hence v(v, ) is constant on D.

(iii) Note that the set C\ {Ac: A > 1} is star-shaped. Hence there exists a primitive of z — (z —¢)~!
on this set. Thus the integral defining the winding number vanishes since « is closed. The second claim
follows from the fact that T' is a bounded set, so that for |z| large enough Az ¢ T" for all A > 1. O

The winding number appears naturally in the integration of Laurent series. Here also the importance
of the coefficient ¢_; (which is called residue) becomes evident.

Lemma 1.45. Let f: A, r(z0) = C be holomorphic with Laurent series representation

f(z) = Z cr(z — 20)".

kEZ

Let v : [a,b] — A, r(20) be a closed, piecewise C*-curve. Then
/ fdz =2miv(y,20)c_1.
.

Proof. According to Lemma 1.39 and the general properties of power series the Laurent series converges
uniformly on A,, g, (20) for every r < 11 < R; < R. We chose m and R; such that

FIGURE 4. Black: the annulus A, r(z); red: the annulus A, g, (20).

r<r; < min |y(t) — 2| < max |y(t) — 20| < R1 < R.
tela,b) tela,b]

See also Figure 4. Since v([a,b]) C Ay, r,(20) the uniform convergence of the Laurent series allows to
interchange summation and integration and we obtain

Lfdzz[chk(z—zo)kdz: Z ck/(z—zo)kdz—l—c,l/(z—zo)_ldz:27ric,1u('y,zo).

keZ kezZ\{-1} B v

=0 (primitive!)

Definition 1.46. Let f : A, r(zp) — C be holomorphic with Laurent series representation

f(z)= Z cr(z — 20)F.

kEZ
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Then the residue of f in zg is defined by Res(f, zo) = c—1. Note that by Theorem 1.38

1
ReS(f,ZO)=/aB( REE
s(Zo

211,
for any s € (r, R). You will see further properties of the residue in the exercises.
The next result is one of the main theorems in complex analysis.

Theorem 1.47 (The residue theorem). Let U C C be a star-shaped domain and S C U be a finite set.
Assume that f : U\ S — C be holomorphic and let v : [a,b] — U\ S be a closed, piecewise C*-curve.
Then

/ fdz= 27riZRes(f, c)v(v,c).

ceS

Remark 1.48. The residue theorem holds under the sole assumption that -« is null-homotopic in U and
U is open. This will be clear from the proof since we could use the second version of Cauchy’s integral
theorem instead of Theorem 1.13.

Proof of Theorem 1.47. f is not necessarily holomorphic on U since the singularities in s € S might be
non-removable. The idea is to subtract all principal parts so that the modified function has only removable
singularities. Then the relevant contributions to the curve integral come from these modifications for which
we can apply Lemma 1.45. Here come the details. For s € S let f, = >, °° | cx(z — s)* be the principal
part of the Laurent series expansion of f around s (thus the coefficients depend on the point s). According
to Lemma 1.39 the function fs is holomorphic on C\ {s}. Define the holomorphic function g : U\ S — C
by
9(z) = f(z) =Y fs(2).
seS

Then by construction each s € S is a removable singularity since locally around any fixed sy € S we have

g9(z) = ch(z — s0)k — Z cr(z —s0)F — Z fs(z) = ch(z —s0)k — Z fs(z) .
kEZ k=-1 s€S\{so} k=0 s€S\{so}
—_—
=fsq(2) holomorphic in a

neighborhood of sg

Both functions on the right hand side can be extended holomorphically to sg. Call the holomorphic
extension of g to U still g. Then due to Cauchy’s integral theorem (combine Theorem 1.13 with Lemma
1.7) it follows that

O:/gdz:/fdsz/fcdz Lemnia 1'/15/fdzf27riZRes(f,c)z/(’y,c),
¥ ¥ s’ ¥

ces
where Lemma 1.45 can be applied since f, is holomorphic on Ay 4o0(s) which contains v([a,b]). This
proves the claim. O

The residue theorem has several interesting applications which we will now discuss as a final part of
our introduction to complex analysis.

Corollary 1.49 (Integration of rational functions of sin and cos). Let R : R? — C be a rational function
in two variables that is finite on 0B1(0). Then

2m
/ R(cos(t),sin(t)) dt = 27 Z Res(R, 2),
0 2€B1(0)
where )
Rz)= R(3(+1).3 (- 1)

Proof. See exercises including some examples. O
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The next result provides a powerful tool to evaluate some improper real integrals where the primitive
might not be known explicitly. We shall assume that the improper integrals exist. Conditions for this
assumption are taught in the first analysis courses.

Corollary 1.50 (Evaluation of improper integrals). Let S C C\ R be a finite set and f: C\ S — C be
holomorphic. Assume that the integral fj:: f(x)dx exists and that lim zf(z) =0. Then

|z|—+o0

+oo
/ f(x) dz = 2m Z Res(f’s).

- seSN{Im(z)>0}

Proof. In what follows we apply a general strategy to evaluate integrals via the residue theorem. It consists
of integrating over certain curves in C and showing that some contributions of the integral (usually those
in C\R) become negligible when some parameter varies. The non-vanishing part is then characterized by
the residue theorem. Here we use growing half circles. For R > 1 define the closed curve v : [0,2] — C
by

- {RO-0+iR e
TR = Reim-1) itte(1,2).

See also Figure 5. Let us write yg = Yr,1+7Yr,2, Where yg 1 denote straight line from —R to R and g » the

R 0 R
FIGURE 5. The curve g representing a half-circle with radius R around the origin.
arc of circle on 9BR(0) from R to —R. Note that for all s € SN Bgr(0)N{Im(z) > 0} we have v(yg,s) = 1.

Moreover, since S is finite it follows that for R large enough we have S N {Im(z) > 0} C Bg(0), so that
from the residue theorem we deduce that

R
2mi Z Res(f, s) :/_R f(z) d:r—i—/ fdz.

seSN{Im(z)>0}

We argue that the curve integral over yg » vanishes when R — +oc. Indeed, by the fundamental estimate

we have
/ fdz
YR,2

where we used the assumption on zf(z). The other integral converges to the improper integral. Hence we
proved the claim. O

< L(yrz2) sup [f(2)| < 7R sup [f(z)| == sup [2f(z)| >0 as R — 400,
2€YR,2 |z|=R |z|=R

As a final application we discuss Fourier transformations in one dimension. At this point of the course
it is not important to know about the Fourier transformation. We will discuss it more in detail later.
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Corollary 1.51 (Fourier transformation for certain functions in 1D). Let S C C\ R be a finite set and
f:C\ S = C be holomorphic. Assume that lim f(z) =0. Then

|z|—+o0

2mi Z Res(f(2)e™?, s) if w>0,

0 _ seSN{Im(z)>0}
/ f(x)e® da =
- —2mi Z Res(f(2)e™?,s) ifw <O.

s€SN{Im(z)<0}
If w = 0 the improper integral might not be defined.

Proof. Similar to the previous proof we integrate over a certain growing curve and apply the residue
theorem. For the moment assume that w > 0. Consider the square ) and the curves 71,72, v3 in Figure

V2
—s+iq r+ig=r+i(r+s)

-5 0 T

FIGURE 6. The square used to apply the residue theorem.

6 with r, s > 0 and ¢ = r + s. (Since we do not assume here that the improper integrals exist we need the
two parameters 7, s to show its existence.) Note that the curves 7; depend on r and s. Moreover, for r, s
large enough it holds that S N {Im(z) > 0} C Q. Orienting Q) counterclockwise we have by the residue
theorem that

2mi Z Res(f(2)e™?,s) =

seSN{Im(z)>0}

- 3
2)e“*dz = x)e™ dz + 2)e* dz. 2
[ e) [ f@) > 1e) @)

We show that for ¢ = 1,2, 3 it holds that

li wz —
gL [y, f(z)e**dz =0,
which then proves that the improper integral exists and equals the claimed value on the left hand side in
(2). We start with the curve ;. Note for z € 5 it holds that |e?| = e~“I™(2) = ¢4 since the imaginary
part equals ¢ on the whole curve 7. The fundamental estimate then implies

/ F(2)e™* dz| < sup [f(2)|e"L(y2) = sup |£()]e™%q < sup |£(2)]. (3)

zEY2 zEy2 zEv2
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where we used that e™“4q < 1 for ¢ = r + s large enough. Next note that we can parameterize v, via
v1(t) = r + it with t € [0, ¢g]. The fundamental estimate does help here, so we use a stronger bound via

. q ) . q q
()¢ dz| = / f(r—i—z’t)e“"(“r“)idt‘ < / F(r + it)e=t dt < sup |£(2)| / et dt
Y1 0 0 zZEM1 0
1 e 1
= sup |f(2)[=(1 —e™%) < sup |f(2)]—. (4)
2€v1 w 2€v1 w

Using the same strategy one obtains that also

/ f(2)e“* dz

Since for all curves ~; with ¢ = 1,2,3 the modulus of all points converges uniformly to +oo when
r,s = +0o0 it follows by the assumption on f that

< sup 7). )

zZ€EY3

lim su z)|=0
Jim_sup [7(2)
for i = 1,2,3. Combined with (3),(4) and (5) this proves the claim in the case w > 0.
If w < 0 then one uses the same strategy but with a square in the lower half plane. In this case ¢ < 0,
so that still wg > 0. The details are left to the interested reader. O

This was the last topic about complex analysis. Next we will start with a brief summary of abstract
Lebesgue integration.

2. THE LEBESGUE INTEGRAL: AN INTRODUCTION MOSTLY WITHOUT PROOFS

Recall that the Riemann integral of a continuous function f is defined via an approximation with
Riemann sums discretizing the interval (say [a,b]) where f is defined. The idea of Lebesgue was to
discretize not the domain, but the image of f and approximate also discontinuous functions f by a
sequence of functions taking only finitely many values. The preimages of those values might be quite
irregular sets, so that we need to measure their length in order to define an integral. More precisely, let
f i [a,b] = R be a function that attains only finitely many values ay, ..., a,. Then we would like to define
its integral by

/fdx = iai length(f~1(a;)).
i=1

So in order to construct an integral following Lebesgue’s idea we need to define a notion of length for
a large class of sets (the larger the class, the more functions we can integrate). On the one hand the
mathematician Felix Hausdorff noted already in 1914 that the usual intuition of length, area or volume
cannot be extended to all subsets of R? in a consistent way.

On the other hand, in case we can define a suitable notion of length, area or volume, we can perform
integration on more abstract spaces. The correct term is the measure of a set. For instance, in probability
theory we can consider the set {1,2,3,4,5,6} as the outcome of rolling a dice and we associate the measure
1/6 to each event (if the dice is fair). In this way we could integrate functions f : {1,2,3,4,5,6,} — R.

In what follows we start from a very abstract point of view. First we define the objects which we want
to measure.

Definition 2.1 (o-algebra). Let Q be a non-empty set and denote by P() the set of all subsets of .
A subset F C P(Q) is called a o-algebra (on ) if
(i) Qe F;
(i) Ace F = A°:=Q\AcF;
(111) (An)neN CF = UneN An eF.
The sets A € F are called (F-)measurable sets.
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So far this definition is not very enlightening. For every set ) there are the trivial o-algebras {0, Q}
and P (). Note that by (i) and (ii) we always have ) € F. Then also all finite unions are contained in F

and since .
(Ua) -

neN neN
also all finite and countable intersections.
Definition 2.2. Let () be a non-empty set.

(i) If B C P(Q) then there exists a smallest g-algebra containing B (cf. exercise H 6.5). It is denoted
by o(B) and is called the o-algebra generated by B;
(ii) if Q@ = R¢ and B denotes the set of all open subsets of R? we write o(B) = B(R?). This is called
the Borel o-algebra on R?. It also contains/is generated by the set of all closed subsets;
(iii) if F C P(Q) is a o-algebra and C' C § the trace o-algebra on C is defined by Fo = {ANC: A€
F}. One can show that F¢ is a o-algebra on C.

Next we define what it means to measure sets in a o-algebra. Again the definition is abstract and just
states the minimal requirements.

Definition 2.3. Let F be a o-algebra on a non-empty set 2. A non-negative function u : F — [0, +00]
is called a measure if

(i) p(®) = 0;

(ii) If (An)nen C F is a sequence of pairwise disjoint subsets, then p is countably additive in the

sense that

neN neN
The triplet (2, F, 1) is called measure space.

Note that a measure is also finitely additive since Ay U...UAy =4, U...UA,UQUDPU....
On any set Q we can define the counting measure on P(Q) by

cardinality of A if A contains finitely many elements,
n(A) = -
400 otherwise.

Other measures are the so-called Dirac measure d,, (cf. exercise H 6.5) or the trivial measure p = 0. In
order to define an integral we need the notion of measurable functions.

Definition 2.4. Let Q1,5 be two non-empty sets with o-algebras F; and F> on €23 and €25, respectively.
A function f: Q; — €y is called (Fi-F2)-measurable if f~1(A) € F for all A € F».

Let us collect some abstract results about measurability that turn out to be useful later on.

Lemma 2.5. Let Q1,Q9,Q3 be non-empty sets with o-algebras F1, Fo and Fs, respectively.
a) If f: Q1 — Qg and g : Q2 — Q3 are measurable, then the composition go f : Q1 — Q3 is also
measurable.
b) If Fo = o(B) for some B C P(§), then f: Qy — Qq is already measurable if f~1(A) € Fy for
all A € B.

Proof. Part a) follows from the fact that for every A € F3 we have by the measurability of f and g that
(go f)HA) =g '(A) € Fu.
——
€F2
In order to proof b), note that the set
A={ACQ: f 1A e F}

is a o-algebra on g (this is left as an exercise for the interested reader, but as such it is not relevant for
the exam). Since B C A by assumption it follows that 7 = o(B) C 0(A) = A, where in the last equality
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we used that A is already a o-algebra, hence the smallest one containing A. Thus by definition of A it
follows that f is measurable. O

Our goal is to define the integral of as many measurable functions f : & — R as possible, where we
equip the image space R with the Borel o-algebra’. We start with the case of measurable functions that
attain only finitely many values.

Definition 2.6. Let (Q,F, ) be a measure space. Denote by S;(€) the class of all non-negative F-
measurable functions that attain only finitely many values, i.e., we can write

n
f= Z aila,
i=1
with a; € [0, +00) foralli =1,...,n, (4;)7, pairwise disjoint and measurable, and the indicator function

1 fwe Ai7
14. =
4:(w) {0 otherwise.

The functions in S; () are called non-negative simple functions. We define their integral over 2 with

respect to u by
i=1

Remark 2.7. The representation of simple functions is not unique. However, the definition of the integral
does not depend on the representation of simple functions. To prove this, note that if Y7  a; 14, =
Z;.”:l b;lp, and A; N B; # 0 then, for w € A; N B; we have a; = f(w) = b;. Moreover, by adding
an+1 =0, b1 =0 and A1 = {f = 0} = Byny1 (if necessary) we can assume that |J; A; = Q = ; B;.
Hence by finite additivity of u

S o4 = Y e J Bina) =S a4 B) =Y

n
i=1 j=1 j=1i=

bin(Ai N By) =Y bju(B).
1 =1
—— !

=0
As a next step we define the integral of general measurable non-negative functions f : Q — [0, 400).
As announced, this is achieved via a discretization of the image as performed in the proof of the next
proposition. We remark that the statement is independent of the measure p.

Proposition 2.8. Let (2, F, u) be a measure space and f : Q — [0,400) be F-measurable. Then there
exists a sequence of simple functions f, € S+ () such that f, < fn41 and f =sup,, fn-

Proof. For fixed n € N we discretize the image [0,400) with n2" consecutive intervals of size 27" and
the unbounded rest [n,+00). Here come the formulas: for any natural number k € {0,...,n2"} define
the sets Ay, ,, by

A =
o {weQ: flw)>n} if £ =n2".

Note that [a,b) € B(R) for all « € R and b € RU {400} since it is the intersection of an open and a
closed set. Hence it follows that every set Ay, is F-measurable as the preimage of a Borel-measurable
set. Moreover, for fixed n € N the family (Ak,n)ﬁi% is pairwise disjoint since the sets are preimages of
disjoint intervals under f. Thus we can define a function f, € S+ (Q) by

{{w €Q: k2" < f(w) < (k+1)27"} if 0 <k < n2",

n2™

fo=> k27Ma, .
k=0

"Sometimes also the values +oo are allowed which requires a o-algebra on [—o00, c0]. One takes the o-algebra generated
by the half-open intervals [a,b) with a € [—00,00) and b € R.
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By construction f, < f,11 since each interval in the discretization gets bisected when n increases by 1
(and new intervals in the range [n,n + 1) are added). Moreover, for any w € 2 we have that

0< flw) = falw) <277 vn > f(w).
Thus by monotonicity in n we have f(w) = lim,, f,(w) = sup,, fn(w). O

The previous proposition allows us to define the Lebesgue integral for general non-negative measurable
functions.

Definition 2.9. Let (Q, F, 1) be a measure space and f :  — [0, +00) be F-measurable. Then we define

/fduzsup/fndu,
Q neNJQ

where f, is a sequence of simple functions as in Proposition 2.8. One can show that this definition does
not depend on the particular choice of the sequence f,, of simple functions.

Note that the integral of a non-negative function might equal +oo. Finally, we define the integral
of measurable functions without any sign condition. To this end, we decompose a measurable function
f:Q — R into its positive and negative part f* and f~ defined as

fH(w) = max{f(w),0},  f~(w) = —min{f(w),0}.
Then f = f* — f~ and both f*,f~ : Q — [0,+00). Moreover, one can show that both fT,f~ are
measurable.® The idea is to define the integral of f as the difference of the integrals of f* and f~. This
is contained in the next definition.

Definition 2.10. Let (2, F, ) be a measure space and f : Q — R be measurable. Denote by f* and
f~ the positive and negative part of f defined above. We say that f is Lebesgue integrable if and only if

/f*du<—|—oo and /f*du<—|—oo,
Q Q

where the integrals are defined as in Definition 2.9. In this case we define the integral of f over €2 by

/Qfdu:/ﬂﬁdu—/gf*du.

Before we state some properties of the Lebesgue integral we need to study which real-valued functions
are measurable. This question of course depends on the o-algebra, but for now we treat only operations on
measurable functions. We omit the proof of the following lemma which is rather technical using different
sets that generate the Borel o-algebra.

Lemma 2.11. Let (Q, F, 1) be a measure space and f,g: Q2 — R be measurable. Moreover, let (fn)nen :
Q — R be a sequence of measurable functions. Then the following functions are measurable’:
(i) f+gand f —g;
(i) f-g and f/g (the latter provided g(w) # 0Vw € Q);
(#i) sup f, and inf f,;
neN neN
(iv) liminf f,, and limsup f,.
n—-+00 n——+oo
In the next lemma we state some elementary properties of the Lebesgue integral. We leave the proof
(which follows essentially by going through the approximation steps) to the reader.

Lemma 2.12. Let (Q, F,u) be a measure space and f,g: Q — R be integrable (this always implies that
they are measurable). Then

8Note that the function  — max{x, 0} is continuous. By Lemma 2.5 any continuous function is (B(R)-B(R))-measurable
and the composition of measurable functions remains measurable. This clarifies the measurability of f*. To show that f—
is measurable we note that the multiplication by —1 is also continuous, so that —f is measurable and — min{f(w),0} =
max{—f(w),0}.

9The quantities in (iii) and (iv) might take the values +oo. Measurability is understood in the sense of Footnote 7.
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(i) /Qozf—h@gdu:a/ﬁfdﬂ—kﬁ/ﬂgd,u for all o, 8 € R;

(ii) if f < g, then /Q fdu< /Q gdu;

10

(iii) |f] is integrable™® and

/Qfdu‘ S/Qlfldu.

Next we introduce the integral over a subset.

Definition 2.13. Let (9, F, 1) be a measure space and f :  — R be integrable. Given a measurable

set A € F we define
[ fan= [ tardn
A Q

Note that the integrand in the previous definition is well-defined due to Lemma 2.11 since 14 is
measurable if and only if A is a measurable set.

2.1. Convergence theorems. In this subsection we state some important convergence theorems for
sequences of integrable functions. Before we start, we introduce the notion of null sets which are in a
sense negligible for integration theory.

Definition 2.14. Let (2, F, 1) be a measure space. A set A € F is called a null set if u(A) = 0.

Remark 2.15. Some authors don’t require that a null set is measurable, but that it is contained in a
measurable set with measure zero. This difference is somehow irrelevant since one can always complete a
measure space so that every subset of a null set is measurable (cf. exercises). Measure spaces with that
property are called complete.

In the next lemma we prove that if two functions differ only on a null set then their integrals agree.

Lemma 2.16. Let (Q,F,u) be a measure space and f,g : @ — R be integrable. If the measurable set

{f # g} is a null set, then
/ fdu= / gdp.
Q Q

Proof. By linearity it suffices to consider the case g = 0. We prove that the integral of the positive part
f vanishes (the proof for the negative part f~ is analogous). Set A = {f* # 0} which is measurable
since R\ {0} is open, hence a Borel set. Note that 1 4 is a simple function in Sy (£2). Take a sequence of
simple functions f;7 € S} (Q) as in Proposition 2.8 for f*. Write f,F = 37" a1 4n. Then g, := fF 14
is a sequence of simple functions such that g, < g,.1 and sup,, g, = f¥14 = f*. Hence it is admissible
for defining the Lebesgue integral of f* and thus

[rdn=sp [arfdu= [ 3 attageada=supar H(A7 0 A) ~0.
Q neN Jo Q= ' neN = ——
0<pu(APNA)<p(A)<u({f#0})=0

Here we used that by definition 141 Ar = 14n AP and that measures are monotone with respect to set
inclusion since for any measurable sets B C C' we have by additivity that

u(C) =u(C\BUB) =u(C\C)+u(B) = pu(B).
>0
0

In order to understand null sets a bit better we next establish some general properties of measures.

Lemma 2.17. Let (Q,F,u) be a measure space. Then p satisfies the following properties for every
A,BeF and (Ap)nen C F:

1Otaking the modulus is a continuous operation on R, so that |f| is measurable by Lemma 2.5
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(1) p(AUB) + (AN B) = u(A) + p(B);
(11) [monotonicity] If A C B then u(A) < u(B);
(ii) If A C B and u(A) < 400, then M(B \A) = u(B) — u(4).

(iv) [o-subadditivity] p U A, | < Z,u(An).
neN n=1

Proof. Note that for A C B we can write B = (B '\ A) U A and this union is disjoint. Thus by finite
additivity
w(B) = p(A) + u(B\ A).
Since p is non-negative this implies (ii) and moreover (iii) if u(A) < +oo. Moreover, for general A, B € F
such that u(A N B) = 400 the property (i) follows from (ii) as both sides are +oc0. If u(AN B) < +00
property (i) follows from
(AU B) = p(AU(B\ A)) = pu(A) + u(B\ A),
u(B) = p((B\ A)U (BN A) = u(B\ A) + u(B 1 A)
by solving the second equation for u(B \ A) and inserting the result in the first equation. In order to
show the last property, we make the sets pairwise disjoint by defining B; = A; and

- an (Un)
i=1

Then by construction the family (B;,),en is pairwise disjoint and
U A, = U B,.
neN neN

Since B,, C A, it follows from o-additivity and (ii) that

u(U An> =u<U Bn> =§M(Bn>§§u(fl )

neN neN
O

The previous lemma implies that the countable union of null sets is still a null set and that adding
or subtracting a null set to a measurable set does not change its measure. In what follows we say that a
property holds for p-almost every w € 2 if it holds for all w € Q\ N, where N is a null set. The following
convergence results (especially (3)) are the reason why the Lebesgue integral should be preferred over the
Riemann integral.

Theorem 2.18 (Convergence theorems). Let (Q,F,u) be a measure space and (fn)nen : @ — R be a
sequence of measurable functions and f : Q — R.

(1) [Monotone convergence theorem| If 0 < fi(w) < fa(w) < ... < fu(w) = f(w) for p-almost every

w € Q then
lim /fndu /fdu
n—~+00

(2) [Fatou’s lemma] If f,(w) > 0 for p-almost every w € Q and f(w) := liminf f, (w) we have

n—r—+4o0o
fdp <lim inf/ fndu.
Q n——+00 Q
(3) [Dominated convergence theorem| Suppose that f(w) := hrf fn(w) exists for p-almost every
n—-+0oo

w € Q and that there exists an integrable function g : Q — [0, +00) such that |f,(w)| < g(w) for
w-almost every w € Q. Then

lim /fnd,u:/fdu.
n—+oo /o Q
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Remark 2.19. The above theorems (1) and (2) also hold for functions taking the value +oco (the same
construction as in the proof of Proposition 2.8 allows to approximate non-negative measurable functions
taking the value +0o and we can define their integral again by approximation with simple functions in
S4+(€2)). Also in the above formulation it is not guaranteed that the integrals in (1) and (2) are finite.
They are in (3) since g is integrable and dominates |f,,| and thus also | f].

Proof. (1) Up to redefining f,(w) := f(w) := 0 on the null set where f;(w) > fj11(w) for some j € N we
can assume that the sequence (f,,)nen is pointwise increasing, so that it follows from Lemma 2.12 that

L“@SANM

Taking the supremum over n € N we deduce again by monotonicity of f, that

hm/hw—w/h®</ﬂu
n—-+4o00 Q

In order to prove the reverse inequality, take for every n € N a sequence (fin)ren C S+(Q2) as in
Proposition 2.8 for f,,. Thus f,, = supycy fx,n and the sequence f , is increasing in k. Define

9n —bupfn] Sbquj fn

i<n i<n

Then g,, is measurable by Lemma 2.11 and attains only finitely many non-negative values. Thus g, €
S1(€). Moreover, since f, ; is increasing in n it follows that g,, < g,,41 since we also take more competitors
with respect to j in the supremum. For m,k € N and n > max{m, k} we have by the monotonicity of
(frx,n) with respect to k that
Set g := sup,,cy gn- Taking first the supremum in » and then in m, k in the above inequality we conclude
that

J = sup fp = sup sup frm < sup gn.
meN meN keN neN

Thus it follows from monotonicity and the definition of the Lebesgue integral of g as the supremum of
integrals of g, that

/fdMS/gdu*sup/gndu<sup/fndu— lim /fndu-
Q neN neN n—+ Jq

This concludes the proof of (1).
In order to show (2) note that by definition of the liminf we have

liminf f,, = sup gn, Gn = inf f,,.

n—+oo neN m>n

The sequence g, is monotone increasing in n and non-negative. We thus can apply (1). First note that
gn < fm for all m > n, so by monotonicity of the Lebesgue integral we have that

/gnd,ug inf /fmdu
Q mzn.jq

Thus the monotone convergence theorem yields that
/ liminf f, dy = / sup gn, dp = sup/ gn dp < sup 1nf / fmdp = lim inf/ fndp.
Q n—too Q neN neEN neNm2n n—+% Jo

Finally, we prove (3). Note that |f| < g for p-almost every w € . Up to changing f,, f on a null
set (not affecting their integrals) we may assume that |f,(w)],|f(w)| < g(w) for all w € Q. Thus |f]
is also integrable and by linearity also h := g + |f|. Moreover, by the triangle inequality we have that

(@) = F@)] < |fale)] + 1£@)] < 9(w) + /)] = h(w), 5o that
M) = lim () = |falw) = J@)].

>0
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Fatou’s lemma yields
hdu < liminf/ h—|fn—fldu= / hdup — limsup/ | fn — fldp.
Q n—=+too Jo Q n—+oo JQ
Since h is integrable we can cancel its integral to deduce that

Oélimsup/ |fn = fldpu < 0.
Q

n——+o0o

Hence the integral above converges to 0. By the triangle inequality for the Lebesgue integral this implies

that
‘/fn_fdﬂ‘g/|fn_f|dﬂ_>o'
Q Q

This proves the claim. O

In the exercises you will see that the assumption on non-negativity is essential in Fatou’s lemma. The
assumption in the dominated convergence theorem however is not sharp, but can be slightly weakened
using the concept of equiintegrability which we will not introduce in this course.

The dominated convergence theorem can be used to prove the differentiability of parameter-dependent
integrals as stated in the corollary below.

Corollary 2.20. Let U C R? be open and (2, F, ) be a measure space. Let f : U x  — R be such
that for every x € U the function w — f(x,w) is integrable. Assume further that the partial derivative
0i f(z,w) exists for all x € U and w € Q2 and that there exists an integrable function h : Q@ — [0, +00)
such that |0; f (z,w)| < h(w) for allz € U and w € Q. Then the function

F@) = [ flo.w)dutw)

is partially differentiable with respect to x; on U and
0;F(x) = / O0i f (z,w) du(w).
Q

Here the notation du(w) indicates that we integrate with respect to w.
Proof. See exercise H 7.5. O

2.2. The space LP(2; ). Next we introduce a vector space structure on integrable functions. In partic-
ular, we introduce the Hilbert space L?(€; 1) which appears in many applications. By Lemma 2.12 (i) the
set of all Lebesgue integrable functions on a measure space (2, F, u) forms a vector space by pointwise
addition and scalar multiplication. For p € [1, +o0o] we define

{f : Q@ — R measurable, / |fIPdp < +oo} if p < 400,
L) = !
{f : 2 — R measurable, 3C > 0 s.t. | f(w)| < C p-almost everywhere} if p = +o0.
and for f € £P(Q; ) the semi-norms

(/|f”du)p if p < +o0,
1 fllp = &

inf{c € R: |f(w)| < ¢ p-almost everywhere} if p = +o0.
The quantity || f||, defines only a semi-norm as the following lemma shows:

Lemma 2.21. Let (Q,F,pu) be a measure space and f,g € £LP(Q; ). Then

(1) [IMfllp = (ALl for all A € R;
(i) || f+9gllp < fllp +llgllp (also known as Minkowski inequality );
(iii) || fll, =0 < f=0 wu-almost everywhere.
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Proof. (i) follows by definition. (ii) will be proven in the exercises. In order to prove the equivalence in
(iii), note that f = 0 p-almost everywhere implies that |f|P = 0 p-almost everywhere, so that ||f||, =0
by Lemma 2.16 in the case p < +oco while it follows from the definition if p = +o00. To prove the converse
statement, note that in the case p = +oo for every n € N we have |f(w)| < L for every w € Q\ N,,, where
Ny, is a null set. Then N := J,,cyy NVn is still a null set as a countable union of null sets. On Q\ N we
have that |f(w)| = 0. Hence f = 0 p-almost everywhere. If 1 < p < +00 we have for every n € N that

iz an< [ pranssip=o
(rr>1y
Thus
a1 > 08 = (AP = 11 < S (1P = L)) —o.
neN n=1

Hence f = 0 p-almost everywhere. O

Before we deal with the problem that ||f||, = 0 does not imply that f = 0 (which rules out that || - ||,
defines a norm) we state another inequality that explains the relationship between the spaces £ (€; 1)
for different exponents p.

Proposition 2.22 (Holder inequality). Let f € LP(Q;pu) and g € L9(Q; p) with % + % =1 (with the
convention that 1/ + oo =0). Then fg € L1 () and

gl < £ 1pllgllq-

Proof. See exercises. O

In order to resolve the problem of defining a norm on integrable functions one introduces equivalence
classes by identifying two functions that agree p-almost everywhere. We will not recall the mathematical
properties of quotient spaces, but just that the equivalence class of f € ZP(Q; u) is given by

(f1={9€ZL?(Qun): g=f p-almost everywhere}.
The vector space LP(€); ) is then defined as the quotient space
LP( @ p) :=A{[f]: f e L)}

In that sense elements in LP(€2; i) are not functions but equivalence classes of functions. On this space
[Ifl, defines a norm. We recall properties of this space in the following theorem which we will not prove
here.

Theorem 2.23. Let (Q, F, 1) be a measure space. Then for p € [1,400] the space LP(§; 1) is a Banach
space with the norm || - ||p. If p = 2 it is a Hilbert space with the scalar product

QAM=AMM

which does not depend on the representatives of the equivalence classes [f] and [g].

Remark 2.24. Since the elements in LP(2; 1) are equivalence classes, one has to be careful with pointwise
evaluations [f](w) since they might depend on the representative of the equivalence class. Nevertheless, it
is customary to write f instead of [f] whenever it is clear that the quantity containing f does not depend
on the representative (e.g. integrals or u({f > 0})) or one emphasizes that one takes a representative if
this is not the case. In general, if Q is a subset of R? then statements like f is continuous, differentiable
etc. are not well-defined. However, for the Lebesgue measure (see next subsection) this usually means
that there is a representative in the equivalence class that satisfies these properties.
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2.3. The Lebesgue measure on R%. In this subsection we introduce a measure on R? with the Borel
o-algebra. Integration with respect to this measure replaces the Riemann integral. The following theorem
contains the defining property.

Theorem 2.25. Let B(RY) be the Borel o-algebra on R%. Then there exists a unique measure j : B(R?) —
[0, 4+00] such that

d
u([al,bl) X ... X [&d,bd)) = H(b, - ai) Va;,b; € R, a; < b;.
i=1
The completion (cf. exercise H 7.2) is denoted by (2, L, X\q) and Mg is the d-dimensional Lebesgue measure
while sets in the completed o-algebra L are called Lebesgue-measurable.

We will not prove this theorem. Skipping the proof is the main reason for emphasizing that the
introduction is 'mostly without proofs’. Indeed, the argument is quite involved studying in detail which
classes of sets already determine a measure and how to construct measures with a given property.

Let us state some elementary properties of the Lebesgue measure.

Ad (Rd) = +00;

Ma({z}) =0 for all z € R%;

a(z + A) = A\g(A) for all z € R?, A € L%

Ma(aA) = al)g(A) for all @ >0, A € L%

Here we used the notation x + A:={z +a: a € A} and ad := {aa : a € A}. We collect some further
properties of the Lebesgue measure space in the following lemma.

Lemma 2.26. Let (R% L% \;) be the Lebesgue measure space. Then
(i) £ £ PRY,
(it) Ag(R™ x {0}) = 0;
(i4i) A\a(K) < +oo for every bounded set K € L%;
(iv) Ag(U) > 0 for every non-empty open set U C RY.

Proof. (i) The interested reader can find the construction in the optional exercise H 8.6.

(ii) is part of exercise H 8.2.

(iii) Note than any bounded set is contained in some large cube [—n,n)?. Hence by monotonicity its

Lebesgue measure is finite.

(iv) holds true since any non-empty open set contains a small half-open cube which has positive measure.
|

Often we consider functions f defined on measurable subsets  C R?. In this case we can consider the
trace o-algebra of £4 on Q (cf. Definition 2.2) which in the case of a measurable set {2 coincides with the
Lebesgue measurable subsets of 2. The Lebesgue measure can then naturally be restricted to the trace
o-algebra and we can speak about Lebesgue-measurable functions on 2. This allows to define the integral

/ fdAg
Q
for those functions.

Next we want to state without proof some rather involved theorems on the Lebesgue integral. But
before doing so we compare the Lebesgue integral in 1D with the Riemann integral.

HThis property is based on the axiom of choice. An axiom is a property that you assume to be true but cannot be
proven. Very few mathematicians don’t accept the axiom of choice. Without this axiom even B(R?) = P(R?). The axiom
of choice is a rather abstract concept. An informal saying goes that every set/function that you can write down is Borel-
measurable. Concerning the difference between Lebesgue and Borel-measurable, one can show that there exists a bijection
between B(RY) and R while there exists a bijection between £¢ and P(R). A general theorem from set theory says that
there cannot exist a bijection between a set and its power set. Hence there are many more Lebesgue measurable sets than
Borel measurable sets on R, Note that the existence of a bijection is not necessarily a good measure to compare infinite
sets but the non-existence of a bijection really says that the sets are different. The class of non-measurable subsets also has
the same cardinality as P(R), no matter if you speak about Borel or Lebesgue measurable sets.
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Theorem 2.27. Let f : [a,b] = R be bounded and Riemann integrable. Then f is also Lebesque-integrable
and the two integrals agree. Hence we adopt the notation

/abfd)\l/abf(z)dm

Remark 2.28. The assumption on boundedness is natural since the (proper) Riemann integral is only
defined for bounded functions on a closed interval.

Proof of Theorem 2.27. By definition of Riemann integrability there exists a sequence Py of partitions
of the interval [a,b] and piecewise constants functions s, Sy with respect to those partitions such that
P44 is a refinement of Py, s < f < Si and

b
k:ll}I-&{loo a Sk( - k:ll)r—&{loo/ Sk dl’ _/ f

fP={a=ak<abt<.. . < xﬁ(k) = b}, then s; and S can be defined by

n(k) n(k)
= (ze( inf k}f(a:)) Lk aby Se=) (me(sup k]f($)> Liak_, )

. xZ; xr B k
i=1 -1 i=1 Ti_15T5

Since Py is a refinement of Py it follows that sp < sxiq and Sk > Ski1. Due to the boundedness of
f the sequences (si)ren and (Sk)ren are also bounded and therefore they converge pointwise for every
x € [a,b] by monotonicity. Denote their limits by s,.5 : [a,b] — R. Since each s, Sy is measurable (half-
open intervals are Borel-measurable) it follows that s and S are Borel-measurable functions as the limits
of measurable functions. Moreover, by construction s(z) < f(z) < S(z) for all x € [a, b]. By definition the
Riemann integral agrees with the Lebesgue integral for s and Sy since those are also simple functions
attaining only finitely many values. By the dominated convergence theorem for the Lebesgue integral
(one can take the constant || f||e as dominating integrable function) we obtain

b b
/ SdM lim / Spd\ = hm Sk )dz = / f(z)dz = lim sk(z) da
a k——4o00 — 400

k— oo a

b
= lim Skd/\l—/ Sd)\l

k—+oo J,

Since S(z) > s(z) for all z € [a,b] it follows from the monotonicity of the Lebesgue integral that

b b
og/ |st\d)\1:/ S —sd\ = 0.

Thus S(x) = s(z) = f(z) for A\j-a.e. x € [a,b]. This implies that f is Lebesgue-measurable as it agrees
with a Borel-measurable function a.e. Moreover,

/abfd/\l :/abscul :/abf(x)dx

Remark 2.29. While the above theorem clarifies that the Lebesgue integral extends the Riemann integral
(for instance the function 1g is Lebesgue integrable on [0, 1] but not Riemann integrable) the situation is
different for improper Riemann integrals. For instance, on the one hand the function 1g is also Lebesgue
integrable on (0, +00) but the improper Riemann integral is not defined. On the other hand, the function

O

flx) = % is Riemann integrable on (0, 4+00), while it is not Lebesgue integrable because |f| has no
finite integral on (0,+00). In general the only reason why a function can have an improper Riemann
integral but no Lebesgue integral is that it changes sign which causes cancellations in the Riemann
integral, while the Lebesgue integral needs the integrability of |f| which is less sensitive to sign changes.
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Theorem 2.27 implies in particular that all (proper) Riemann integrals that have been calculated in
previous courses remain the same for the Lebesgue integral. However, the Lebesgue integral provides
many more tools than the Riemann integral (e.g., the dominated convergence theorem). Moreover, with
the Riemann integral it is impossible to define a nice Banach space of integrable functions so that a
functional analytic point of view is not easily available.

The definition of the Lebesgue integral in higher dimensions does not allow to compute integrals easily
since there is no analogue of the fundamental theorem of calculus (you might consider the divergence
theorem as a generalization but this requires to calculate a complicated integral over the boundary of
sets and can only be applied if you integrate a divergence). In what follows we state two powerful tools
to calculate some integrals. As mentioned before we omit the technical proofs.

Theorem 2.30 (Fubini’s theorem). Let Q3 C R™, Qs C R™ be Lebesgue-measurable sets and f : Q1 xQq C
R™™™ — R be Lebesque-measurable. If f € L1 (Qy x Q3), then

Remark 2.31. This version of Fubini’s theorem is for complete measure spaces. In particular, the
quantities appearing in the above formula are only well-defined up to null sets with respect to the
corresponding measures. The above version is build on many properties of the Lebesgue measure space
and might differ from what you find in textbooks for more abstract measure spaces. Many authors
formulate the theorem using the Borel o-algebras.

In what follows we also use the notation dx = d)\,; for the d-dimensional integration with respect to
the Lebesgue measure whenever this is clear from the context.

The next theorem is similar to Fubini’s theorem but does not require the integrability of f on 21 x s
but only the non-negativity of f.

Theorem 2.32 (Tonelli’s’s theorem). Let 1 C R™ Qo C R™ be Lebesgue-measurable sets and f :
Q; X Qo CR"™™ 5 R be Lebesque-measurable. If f > 0, then

The integrals can be +00.

Remark 2.33. Tonelli’s theorem on abstract measure spaces allows to derive an alternative formula for
the Lebesgue integral using just the 1-dimensional Riemann integral. It states that

| rau= [ utwea: e >ma
0
for every measurable function f : @ — [0,4+00]. Some authors use the right hand side to define the

Lebesgue integral.

The next result is the so-called area formula (or change of variables). Recall that a C*-diffeomorphism
between open sets U,V C R? is a C'-function f : U — V that is bijective and such that its inverse f~1
is also a C''-function.

Theorem 2.34 (Change of variables formula). Let U,V C R be open sets, T : U — V be a C'-
diffeomorphism and f : V — R be measurable. Then

feL'(V) < (foT)-|det(DT)| € L'(U)
and in this case

/T( dx—/ F(T(x))| det(DT(x))| da.
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Remark 2.35. There is a far-reaching generalization of the change of variables for Lipschitz functions T’
that are not necessarily one-to-one. It states then when 7' : U — R? is a Lipschitz mapping and f : U — R
is such that f|det(DT)| € L'(U)' then

| tanaeorapas= [ [ p@ g
Rd l(y

where 4 is the counting measure. Such formulas belong to the field of geometric measure theory.
Coming back to the classical change of variables we discuss the well-known polar coordinates in R2.
Corollary 2.36. Let [ : R? — R be measurable. Define T : (0,+00) x (0,27) — R? by T(r,¢) =
(reos(p),rsin(p)) and f: (0,+00) x (0,27) = R by
f(r,¢) = f(rcos(p), rsin(p)) - 7.
Then f € L*(R2) if and only if f € L*((0,+0c) x (0,2m)). Moreover, in this case

/f:cy (z,v) /%/ flrcos(p), rsin(p))rdr de.

Proof. We apply Theorem 2.34 with U = (0, +o0) x (0,27) and V := T(U) = R?\ {(z,0) : = > 0}. By
Lemma 2.26 (ii) it follows that R? \ V is a null set, so that

FED'®Y) = feI\V) and [ fd(zy)= / fd(z.y).
R2 1%

Since T is a C!-diffeomorphism from U to V (see Analysis 2) and |det(DT(r,¢))| = r the claim follows
from Theorem 2.34 and Fubini’s theorem. |

As a consequence of the polar coordinate transformation we can compute the limit of the error function.
2 2
Note that setting f(x,y) = e~ (@"+¥7) the previous corollary implies that

2m [e9) 2
/ e~ (@) d(z,y) = / / e rdr dy = / [f%e*ﬁ]ﬁio dy = 7.
R2 o Jo 0

On the other hand, since e~ (@*+9*) = =" =¥ the left hand side can be simplified using Tonelli’s theorem

which yields
2
/ e_(”2+y2)d($7y) :/e‘”’fz/e_y2 dyde = (/ e dm) .
R2 R R R

Thus / e~ da = /7.

R
A further application concerns the volume of a disc. Setting f(z,y) = 1{;21,2<1} we deduce that

2m [e%s} 2m 1
A2(B1(0)) = . f(z,y)d(z,y) :/0 /0 Ty (r)rdrde :/0 /0 rdrdy = 7.

Another important change of variables concerns spherical coordinates in R? as defined in the following
corollary.

Corollary 2.37. Let f: R3 — R be measurable. Define T : U := (0,+00) x (0,7) x (0,27) — R3 by
T(r,0,p) = (rsin(f) cos(p), rsin(f) sin(p), r cos(f)).
Then f € LY(R3) if and only if f(T(r,0,¢)) - r?sin(d) € L*(U) and in this case

[ Fdy2) /%// F(T(r,0,¢))r? sin(0) dr do dp.

127 function T : U — RY is called Lipschitz continuous if there exists L > 0 such that |T(x) — T(y)| < L]z — y| for all
z,y € U. One can prove that Lipschitz maps are differentiable a.e. so that taking the determinant of DT makes sense in a
measure theoretic sense.



LECTURE NOTES 35

Proof. The argument is similar to the proof of Corollary 2.36, so we only sketch it. First note that
V :=T(U) satisfies R3\ V = {(2,0,z) € R®: x > 0, z € R}, so that it is a null set due to Lemma 2.26
(ii). Moreover, a direct calculation yields |det(DT(r,0,¢))| = r?sin(f). From here on the proof is the
same as for the polar coordinates. We skip the details. O

As a last application of the change of variables formula we show that a C*-diffeomorphism T : U — V
maps null sets to null sets'®. Let N C U be a null set. By the bijectivity of 7' we have that T'(z) € T(N)
if and only if x € N, so that by the change of variables applied to 1 we obtain

A(T(N)) = / o L @) de = / Lo (T(2))| det( DT (2))| de = / | det(DT ()| dz = 0.
(U U N

2.4. Convolution of integrable functions. Convolution is an important operation on integrable func-
tions, both from a ’pure mathematics’ and an applied point of view. We first give the definition.

Definition 2.38 (Convolution). Let f,g € L'(R?). Then the convolution is defined as the Lebesgue-
measurable function f * g : R — R given for a.e. € R? by

(f *9)a /f —y)dy

Remark 2.39. The fact that the convolution is well-defined for a.e. z € R? is part of the statement of
Fubini’s theorem. One can further show that the convolution does not depend on the representatives of f
and g except on a negligible set (we omit these proofs). We will discuss more properties of the convolution
in the lemma below.

Lemma 2.40. Let f,g,h € L'(R?). Then the convolution satisfies the following properties:

(i) fxgeL'(R?) and ||f = glls < I fll1llgls
(1) fxg=gxf;
(iir) [ (gxh) =(f*g)*h;
(w) fx(g+h)=(f*g)+(f*h);
(v) a(f*g)=(af)*g for all a € R.
If in addition g € C*(R?) has compact support'®, then f x g is differentiable and 0;(f * g) = f * Oig for
all partial derivatives 0;.

Proof. (i) As mentioned in the previous remark we do not prove the measurability of the convolution and
the fact that it is independent of the choice of representatives. Hence we focus on the integrability. By
definition we have

reat = [ [ tate=nasfas< [ [ 1rwlste-wlavac= [ [ 1silate - iasay

where we used Tonelli’s theorem for non-negative functions to switch the order of integration in the
last equality. Using then the change of variables z = T(x) := x — y which satisfies T(R?) = R¢ and
det(DT'(x)) = 1, Theorem 2.34 implies that

L, [ 1i@lste —uiaeay= [ [ 1rwls@iazay= [ 151 [ lo)asay = 1l

This concludes the proof of (i).
(ii) We apply the change of variables z = T(y) = x —y which satisfies T(R?) = R? and |det(DT(z))| = 1,
so that Theorem 2.34 yields

(f * 9)a /f oo —y dy—/fa:—z 2)dz = (g% f) ().

13This conclusion is a little cheating since this property is used to prove the change of variables formula.
14The support of a continuous function is defined as the closure of the set {g # 0}.
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(iii) The calculations look complicated, but essentially it suffices to apply Fubini’s theorem. Indeed, we
have

frigh = [

R

) [ aGme—y=adzay= [ [ ey -2 dya:
=(g*h)(z—y)
Fryse w—z z r —Ww)dwdz = w—2z z z r — W)aw
= [ e =2gohe—wawds = [ ] je=2() @z e —w)a

=(f*9)(w)

= (f*xg)*h(z)

(iv) and (v) are a consequence of the linearity of the Lebesgue integral.

In order to prove the last statement, fix zo € R%. Note that a C'-function with compact support has
a uniformly bounded derivative. We now apply Corollary 2.20 about the differentiability of parameter-
dependent integrals. Define £ : R? x RY — R by £(x,) = f(y)g(x —y). Then by assumption  is integrable
in y for every z € R%! and differentiable with respect to z for all y € R?. Moreover, the partial derivative
is given by

O l(,y) = f(y)Dig(z — y).
We need to bound this derivative uniformly in x € R%. Clearly |f(y)9;g(x — )| < |f(v)|||Dgl|oo and the

right hand side is integrable since f is integrable by assumption. Thus the claim follows from Corollary
2.20. O

The convolution can also be defined on other spaces than L!(R?). For instance, using tools from
functional analysis one can define the convolution of certain measures. In particular, it turns out that
the Dirac measure dg satisfies f * dg = f for any reasonably nice function such that the convolution with
measures is well-defined (for instance, f € C.(R%)). One powerful aspect of convolutions becomes evident
when one weakens the notion of derivative (so-called distributional derivatives). Then one can try to solve
PDEs by finding the so-called fundamental solution. Consider for instance the Poisson equation —Au = f
on RY. Solving the PDE —Aug = Jy (the solution is called the fundamental solution) then suffices to
treat the inhomogeneous case by setting uy = f * ug. Indeed, a formal calculation (which can be made
rigorous in the framework of distributions) yields that

—Auy = —A(f *xug) = f* (—Aug) = f* o = f.
In this subsection we only treat the case of L? spaces with exponents different from 1.

Proposition 2.41 (Young’s convolution inequality). Let f € LP(RY) and g € LY(RY). Let 1 < p,q <
r < 4oo satisfy 1/p+1/q=1+1/r. Then f*g € L"(R?) and

1f =gl < I flplgll-
In particular, when g =1 then r =p and ||f * g|l, < | fllpllgl1-

Proof. See exercise H 9.4. O
Next we take a look at an example to see the effect of the convolution. Let f € L'(R) N C(R) with
primitive F € C*(R) and set g = 1;_1 ¢). Then by definition

z+1

(f*g)(x) = / F) 11z — ) dy = / ) dy = Pz +1) - F(a).

=1ig,241](y)

L5Fubini’s theorem only yields the integrability for a.e. z € R%. However, since g is uniformly bounded it follows that
the integral is finite for all z € R%.
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Hence in this case the convolution filters the behavior of the function f locally around z. Considering
instead the function g. = é]l[,g’O] the same calculation shows that

(f go)(a) = O TE@ 20 py gy,

€

Thus g. is close to an identity for the convolution (and indeed, one can show that g. converges in a
suitable sense to a Dirac measure). Now assume for the moment that the function g. would be regular.
Then the convolution (f x g.) has at least the same regularity as g. by Lemma 2.40, so that we could
approximate f by more regular functions.

In order to find a smoother version of g. one can use the following method (also valid in higher
dimensions): define g,g. : R — R by

1

T1-Je?
g(x) = { °¢ foe B0, g@)=-
0 otherwise,

9(%), (6)

where ¢ > 0 is a constant chosen such that [, gdz = 1. Then one can show that g, g. € C2°(R?).

The next theorem shows that the convolution with g. with LP-functions (with p < +00) provides
indeed a smooth approximation. We just sketch the proof which relies on the non-trivial fact that every
LP-function can be approximated in the LP-norm by C,(R%)-functions.'®

Theorem 2.42 (Smooth functions are dense in LP for p < +00). Let Q C R be open and 1 < p < +oo.

Let g. € C(R?) be defined as in (6). For f € LP(Q) define its extension to R? by f(z) = 0 for x € R\ Q.
Then the sequence (f % g:)|a belongs to LP(2) N C*° () and

lim [[(f + g2l = fllzoc) = 0.

Proof. Note that f € LP(R?) and by Lemma 2.40 and Proposition 2.41 we know that frg. € LP(RY) N
C>=(R%), so that (f % g-)|lo € LP() N C*>(Q). As announced we use without proof that for any § > 0
there exists a function f; € C,(R?) such that || f — f5llp < & (this is false for p = +00). Fix such a function
f5. Next note that by the change of variables y = x/¢ we have dr = ¢?dy. Hence

o = [ loctolde = [ tgzyae= [ gas=1.

Hence by the triangle inequality and Proposition 2.41 we have

(% gl = Flley < N(Fxge) = Fllp < NCF = £5) % gellp + 11 £5 % - = Fsllp + 1fs = Fll

< |If = fsllp lgells +I1fs * g- — fsllp + 6 < 20 + [ fs * g — fsllp-
—
<é =1

We show that lin(l) | 5 * g — f5llp- Then the claim follows from the arbitrariness of § > 0.
e—

Cars [ ([ 1550 - fitolte -0y o

16This fact relies in particular on a regularity property of the Lebesgue-measure that requires to treat its construction
in detail.

Since [pq ge dz =1 we have

a3 = [ || [ 05000 = st = )
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Next note that g.(x —y) = 0 for y ¢ B.(x). Hence the inner integral can be restricted to B.(x), so that

/Rd (/Rd \fs(y) — f5(2)]g-(x — y) dy)pdm = /Rd (/Bs(x) \f5(y) — f5(x)]ge(z — v) dy>pdx

p
- P (z—y)dy | d
< [, s st~ o) (LE@Q(I ) y> v

=1

< / sup |f5(y) — f(x)[P de.

d yeB.(x)
Since f5 has compact support (denoted by K), the last integral can be restricted to the bounded set
K + B.(0) C K+ B1(0) for e < 1. Moreover, being f uniformly continuous (since its support is compact),
it follows that

lim sup sup |f5(y) — fs(x)|” =0.
€20 4eRre yeB. (x)

Hence
[ sup 1fstw) = fs@)Pdo < sup sup|fs(y) ~ ()P MaCK + Ba(0)) 50
R yEBe(x) zeR? ye B, (z)
This concludes the proof. O

3. THE FOURIER TRANSFORM

In this third chapter we discuss the so-called Fourier transformation. While Fourier series represent
periodic functions by a superposition of sin and cos with variable frequencies the Fourier transformation
treats non-periodic functions. In general, a countable superposition of elementary waves is no longer
sufficient, but we need a continuum of superpositions. The mathematically rigorous definition is given
below. In what follows the Lebesgue integral of complex-valued functions is understood by integrating
separately the real-and imaginary part.

Definition 3.1. Let f € L'(R%). The Fourier-transform of f is the function F[f] : R? — C given by

FIfI) = | fl)e e,

where k -z denotes the scalar-product between the vectors z, k € R%.

Remark 3.2. The definition of the Fourier transform varies in the literature. Sometimes you find the
factor 27 in the exponential or also a normalizing factor in front of the integral. In any case the Fourier
transform is well-defined for f € L!(R?) since the exponential has modulus 1.

The Fourier transform is often interpreted as a function defined on frequencies and indeed this view-
point is exploited in the field of signal processing. We will also see that some PDEs can be solved quite
easily after Fourier transformation since differential operators are transformed to polynomial products.
However, in order to get back to the relevant physical space one needs to define the inverse Fourier trans-
formation. Before we come to that topic we collect some elementary properties of the Fourier transform.

Lemma 3.3. Let f € L'(R?), h € R? and A > 0. Then

(i) f— F[f] is linear in f;

(i) F(f] € C(RY) and || F[f]]loo < Ifll1;
(iii) g(x) := f(z —h) = Flg|(k) = e~ """ F[f(k);
(i) g(x) =™ f(x) = Flgl(k) = F[f](k - h);
(v) g(x) == f(§) = Flgl(k) = XF[fI(\K).



LECTURE NOTES 39

Proof. (i) follows from the linearity of the Lebesgue integral.
(ii) Continuity of the Fourier transformation was proven in H 8.2 b). The bound on the L°-norm follows
by taking the supremum over k& € R? in the estimate

[FLAK)] < /Rd [f(@)] |e™**] dz = || £l

(iii) By definition and the change of variables T'(z) = x — h we have

Fialo) = [ fo=me e an "= [ gy 0 g et [ pg)e i ay = G,

(iv) By definition we find that
Filo) = [ @) e do = [ a0 do = {1 )
(v) We apply the change of variables y = T'(z) = % which yields dz = A%dy, so that
Flk) = | FR)e " dz =" | fly)e” W dy = XFIf)O).
]

Next we treat some illustrative examples of the Fourier transform. You will prove the corresponding
statements in the exercises.

1
Example 3.4. a) Let A € R?9 be symmetric and positive definite. Then f4(z) = e 37 A belongs to
LY(RY) and
(2m)? _LTpmauy
F k) = ~Y——=e"2 .
Fa08) = Y22

b) For R > 0 let fz : R — R be defined by fr = 1|_g gz € L'(R). Then

Fifal(h) = 22

In particular, F[fr] ¢ L*(R) (cf. H 9.1), so that in general the Fourier transform of an L!-function is not
necessarily integrable.

The fact that the Fourier transform does not belong to L'(R9) is the main difficulty to define the
reverse Fourier transform. Before we discuss the inverse transformation we investigate the connection
between differentiability and the decay at infinity of the Fourier transform, which also shows later why
we are interested in an inverse operation.

Proposition 3.5. Let f € L'(RY) N C™(R?) for some m € N. Assume that 0*f € L'(RY) for all
multi-indices o € N¢ with |a| < m. Then

FI0°f)(k) = ik FIf](K),
where |a| := Zle o;, k* = H?Zl kX and 0% := —(611)%8.‘.(.%(‘0”)%'

Proof. We first show the statement when d = m = 1. By dominated convergence and integration by parts
we have

FLf1(k)

/ —ikx _ im ! / —ikx
/Rf (x)e de =1 /_tf (x)e dz

t—+4o00

= lim (f(t)e_““ — f(—t)e™ + ik t f(x)emike dx) .

t—+o0 ¢
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Again by dominated convergence it holds that

lim ik [ t f(x)e™* da = ik F[f](k).

t——+oo

Hence we deduce that

FIfk) = dim (f(t)e™™ = f(=t)e™) + ik F[f)(k).

t——+oo

It suffices to prove that the limit equals 0. Since f' € L!'(R) it follows one more time from dominated
convergence that there exists the limits

f(0)+ lim fl(x)dz = lim f(t).

t—too 0 t—+oo

Since f € L*(R) the only possibility is that these limits'” are zero. Since |e*?*!| = 1 we conclude that

limOQ (f(t)e_ikt . f(—t)e“”) =0.

t—+

Hence F[f'](k) = ikF[f](k) as claimed.

The case d = 1 and m > 1 follows by iterating the above proof which yields an additional prefactor ik
in every step.

Next we treat the case d > 1 and m = 1. In this case the only admissible differential operators are the
partial derivatives 0;. Then we have by Fubini’s theorem and the same reasoning as in the one-dimensional
case that

FoAi0 = [ [ @ daydan.e sy aa)

:/d /Zk flx *zkzdsc d(zi...,2j-1,%j41,...,Tq) = ik; f( Yo~ g
R 1
= |0‘\]€Oé]: )

where we used that a = e;.
The general case m > 1 follows again by iterating the above argument. |

Remark 3.6. One can prove that for f € L'(R?) the Fourier transform vanishes at infinity, i.e.,

lim F|[f](k)=0.
i F(fI(0)
The previous proposition yields a more quantitative decay depending on the smoothness of f. In partic-
ular, combining Lemma 3.3 (ii) and Proposition 3.5 we deduce that any f € L'(R?) N C™(R?) with all
derivatives also in L!'(R?) satisfies
1D £l

AL < el

The next result shows that when f decays with a certain rate at infinity then its Fourier transform
possesses derivatives up to a certain order.

Proposition 3.7. Let f € LY(R?) and m € N. Assume that x — go(z) = 2°f(z) € LY(R?) for all
multi-indices o € Ng with |a| < m. Then F[f] € C™(RY) and 0°F[f] = (—i)1* F[ga].

Proof. We apply Corollary 2.20 about the differentiability of parameter-dependent integrals. Note that
the partial derivative with respect to k; of the integrand is given by

Ok, (f(x)e ™) = —iz; f(x)e ™.

7In general integrability does not imply that the limits at oo are zero since they might not even exist, but if the limits
exist then they have to be zero.



LECTURE NOTES 41

Since [e~"**| = 1 we have that |y, (f(x)e~"**)| < |z;||f(z)| which is independent of k and integrable by
assumption. Hence Corollary 2.20 yields that

0, FUN) = =i [ 2 f(a)e dx = =il 1)

Due to Lemma 3.3 (ii) the right hand side is a continuous function. Thus F[f] € C*(R%) and the derivative
has the claimed structure. For higher order derivatives we repeat the above reasoning to conclude the
proof. O

In order to apply the relation between Fourier transform and derivatives we consider a linear partial
differential equation with constant coefficients, i.e., of the form

Z ca0%u(x) = f(z) on RY,
aeNg
laj<m

Taking the Fourier transform of the equation then leads to the algebraic equation

(3 ca®lh®) Flul(k) = FIFIR).

a€ENg

le|<m
The polynomial ) cai!®k® is called the symbol of the differential operator. If it is not degenerate (this
depends on the structure of the differential operator) then we can solve for F[u] by dividing the above
equality by the symbol. In order to obtain the solution u we have to invert the Fourier transformation. A
similar procedure can be used for time-dependent PDEs for which the spatial'® Fourier transformation
yields an ODE instead of a purely algebraic equation. In both cases we need to undo the Fourier transform.
Hence we next discuss how to invert the Fourier transformation.

Definition 3.8. Let f € L1(R%). Then the inverse Fourier transform F~1[f] : R? — C of f is defined by

Ff)(@) = @#ﬂf](_x) =1 e an

(2m)? Jpa

It is at the moment unclear that F~! is the inverse operator of the Fourier transform. And indeed,
there are some obstructions. For instance, to define F~![F[f]] we need that F[f] € L'(R), which we
have seen is not true in general. Next, we know that 7~ ![F[f]] is a bounded, continuous function. This
cannot be true for every function f € L'(R%). The Fourier inversion theorem can be formulated in several
ways. There are versions which make assumptions on F[f] (integrability) or which define the Fourier
transformation on smaller spaces (which then ensure that the additional assumption is automatically
satisfied). We present both versions.

Before we state the inversion theorems we prove an auxiliary lemma.

Lemma 3.9. Let f € L*(RY) be such that F[f] € L*(R?). For L € N define the function 1, : R? — R by

1
o (z) = \/%e_iﬁ‘“xw. Then for all x € RY we have

lim (f6)(x) = F[FIf)(2).

L—+oo

Proof. By Example 3.4 it holds that F[61](z) = 1/ (27)%d1 (), so that
d

6p(x) = 0p(—z) = L4y (—La) =

e “L0a? v La
(27r)df[5ﬂ(_m) ~ 2 /Rde et dy.

Using the change of variables kK = Ly, we obtain

1 LT
5L(x) = W e e 202 ¢ dk.

180ne could also try a full Fourier transform but most time-dependent equations are such that the full symbol of the
differential operator is degenerate.
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Hence by Fubini’s theorem we have

1 LT
*5L /f 5L )dy:W/ f(y)/Rde 2L2e( y)kdk

/ f —zkyd I L” wkdk_ 1 ]:[f](k') —HkLHQ iz-k dk
e 2L? =0 e 2u7e
27T Rd ]Rd 4 (27T)d Rd
=g (k)

_J‘_[f]( )
Note that gr(k) — F[f](k)e** as L — 4oo. Moreover, |gr.(k)| < |F[f](k)| and the last function is

integrable by assumption. Hence by Lebesgue’s dominated convergence theorem we deduce that

(f *60)(@) = =

@) Ja Flf(k)e'™* dk = FHFIf]](2).

O

In order to prove a version of the Fourier inversion theorem we need to show that (f*dr)(z) = f(x) as
L — +o00. To motivate why this can be true, note that d;, decays exponentially for > 1/L and blows up
like L% if ||z|| < 1/L. Hence the behavior is similar to the function g. constructed to prove Theorem 2.42
(except that its support is not compact). However, in Theorem 2.42 we proved convergence in L? but not
pointwise. Indeed, we cannot expect pointwise convergence for every x € R? except when the function f
is continuous. In order to state the result we use another notation from Lebesgue integration.
Definition 3.10. Let f : R? — R be Lebesgue-integrable on every compact set K C R%. We say that
xo € R? is a Lebesgue point of f if

i [ 17~ fan)ldy =o.
By (z0)

r—0r

Note that when f is continuous in zy then zg is a Lebesgue point of f. In the general case we have
the following powerful result that we do not prove in this course.

Theorem 3.11 (Lebesgue’s differentiation theorem). Let f : R? — R be Lebesgue-integrable on every
compact subset K C R%. Then a.c. zo € R? is a Lebesgue point of f.

With the help of Lebesgue’s differentiation theorem we can state and prove the first version of the
Fourier inversion theorem.

Theorem 3.12 (Fourier inversion theorem; L!-version). Let f € L*(R%) be such that F[f] € L'(R?).
Then F~YF[f)l(z) = f(z) for every Lebesque point of f. In particular, F~[F[f]] = f a.e. and thus as
elements in L*(R?). If f is in addition continuous, then F~[F[f]](x) = f(z) for all x € R

Proof. By Lemma 3.9 it suffices to prove that Llirf (f % 05)(z0) = f(xo) for every Lebesgue point zq of
— 00
f, where §;, € L'(R?) N C*(RY) is defined in Lemma 3.9. Thus fix a Lebesgue point x¢9 € R? of f. Due

to Young’s convolution inequality also f(xg) * dr, is well-defined and

(f(zo) * 1) (x 330/5L360— Jdy = f 330/5L )dy = f I0/51 )dy = f(=o).

Thus it suffices to prove that Ll_lg_loo((f — f(z0)) *0L)(xo) = 0. First we show that asymptotlcally we can
restrict the convolution integral to a very small set. Indeed, for any ry > 0 we have
((F = fan)) #0uton) = [ (Flao =)= Fao)oel)dy+ [ (Floo =) = Fa)buly) dy
Brq (0) llyll=ro
As we will see the second integral vanishes when L — +occ. Indeed, for any y € R? with ||y|| > ro we have
a3~ )32 0)] < o) an)| L2 E8 T < (supa ) [£an = ) = Flaw)leH1
N

— LeN
L EL(RY)
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Since ar, — 0 when L — 400 we obtain that (f(zo —y) — f(20))dr(y) converges to 0 pointwise on
R%\ B, (0). Moreover, since ay, is in particular bounded, we can apply Lebesgue’s dominated convergence
theorem to deduce that for any rg > 0

lim (f(zo —y) — f(20))dr(y) dy = 0.

L=+ Jjjy|>ro

Hence it suffices to prove that

Jim lim BTO(O)(f (o —y) — f(20))dr(y)dy = 0.

To this end, let us assume that 79 = 27* for some k € N and divide the ball B,-«(0) in countably many
annuli setting A,, = Ban+1(0) \ Ban (0) for n € Z, so that
B,-«(0) ={0}u J An.
n<—k

Since 0By« (0) is a null set, we have

/ (F(xo — y) — F(20))br(y) dy
B,y (0)

< / (2o — y) — £(20)|62(y) dy
By (0)
< Zk /A w0~ )~ Fa0)lau) dy

1 n
Note that on each annulus 4,, we have that dy(y) < Lde 3™ , so that

/ (o — 9) — Feo)ldn(y) dy < L3V / |f (o —y) = flwo)|dy

A, BQ7L+1 (0)

1 7 ont1y2 1
< @Hipydemgu L / (o —y) — Fao)] dy.
<2n+1)d Byn+1(0)

Inserting this estimate in the previous one and using that 2"*! < ry for n < —k, we obtain by a change
of variables that that

/ (F(xo — y) — F(20))br(y) dy
By (0)

< ( ) (2”+1L>deé<“"“>2> sup — () — F(zo)|dy.

d
ne—k r<ro " JB,(z0)

The term outside of the brackets is independent of L and since xg is a Lebesgue point of f it follows that

lim sup — /B )= fa)lay =o.

ro—0 TST‘U T

Therefore it suffices to prove that the term in brackets remains bounded when L — 400 and ro — 0 (the
latter is equivalent to k — 400). We achieve this by comparison to an integral. Note that

Aa(LAni1) = L'Xa(An11)) = LY (Aa(Ban+2(0)) — Aa(Ban+1(0)))
= LN(By(0)) ((272)" — @) = LBy (0))(27 — (@) > Aa(By(0)) (2" L)
and for # € LA, it holds that ||z|| < L2"*2, so that

A -l L
e~ 3ol > =8

Thus we can write

L ront1y2 1 12 1 1 2
(CHERY A LIS R / e~ 327l gz < 7/ e732l1” 4z < 400
k;n )\d(Bl(O)) n;k: LAnt1 /\d(Bl (0)) R4

independently of L and ry. This proves the claim O



44 MATTHIAS RUF

After proving the first version of the Fourier inversion theorem we give a sufficient condition for the
assumptions to be satisfied.

Corollary 3.13. Let f € LY(R%) N C™(R?) with m > d + 1 and such that 0*f € L*(R?) for all multi-
indices o € N& with || < m. Then F[f] € LY(R?) and F~F[f]](x) = f(z) for all x € R

Proof. Combine exercise H 9.3 with Theorem 3.12. |

Note that under those assumptions the Fourier transform is not necessarily m-times differentiable
itself. Later we will introduce a space that is mapped by the Fourier transform onto itself.

But first we present an application (further examples will be treated in the exercises). Consider the
heat equation on R?. More precisely, we look for solutions of the PDE

Owu(t, ) = DAu(t,z) V(t,z) € (0,4+00) x RY,
u(0, z) = ug(x) Vz € R

Here D > 0 is the so-called diffusion coefficient and the Laplace operator is the second order differential

operator given by A = Z?Zl 8?—. We assume that the initial condition satisfies ug € L'(R?). Taking the

spatial Fourier transform of the heat equation we obtain the ODE’

OrFlu(t,)](k) = =Dkl Flu(t, )](k) V(t,k) € (0,+00) x RY,
Flu(0,)](k) = Fluo] (k) Vo € RY.
Here we see k as a parameter. The solution is given by
Flu(t, (k) = Fluol (k)e™ "I = Fluol (k) FIG(t, ) (),

where, according to Example 3.4, we have

G(t, l‘) = \/MT—D)de_W .

From exercise H 9.2 we know that F[f x g] = F[f]F|g], so we deduce that
Flu](t, k) = Flug * G(t, )] (k).

In order to apply the inverse Fourier transform, we need to check that Flug * G(t,-)] € L'(R%). The
assumption that ug € L'(R?) ensures that Flug] € L>(R?) by Lemma 3.3. Since F|f *g] = F|[f]F[g] and
F[G(t,-)] € L'(R?), Hélder’s inequality implies the claim. Hence we can apply Theorem 3.12 to deduce

that )
~Mlz—yll
e 4tD dy7

u(t, ) = (uo * G(¢,-))(x)

1
" B o

which provides a semi-explicit formula for the solution.

3.1. The Fourier transform in the Schwartz space. In this subsection we introduce a space that
is invariant under the Fourier transform. It is called the Schwartz space and the elements are sometimes
called Schwartz functions or functions in the Schwartz class. Those are smooth functions that decay
rapidly at infinity as classified in the definition below.

Definition 3.14. The Schwartz space .7 (R%) is defined as
SR = {f € C®°(R%C) : Vo, € N¢: sup [220° f(z)| < +00}.

zERC
Note that the set of compactly supported smooth functions C2°(R¢) is contained in the Schwartz space.
Another example is given by the function f(z) = e"”TA‘”, where A € R%*? is symmetric and positive
definite. In the next lemma we collect some elementary properties of .#(R?) whose proof is left to the
interested reader.

19Here we assume that the time derivative commutes with the Fourier transform. This cannot be justified without any
a priori assumptions on the solution. However, although being formal at this point, at the very end we obtain a solution for
which this procedure can be justified a posteriori.
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Lemma 3.15. Let f,g € /(R%), c € C and a € N§. Then the following functions belong also to ./ (R%):

(i) x — f(z);

(1) = f(z)g(x);
(i) © — cf(z) + g(x);
(iv) x — z°f(x);

(v) x+— 0“f(x).

As shown in the lemma below a Schwartz function belongs to LP(R?) for every p € [1, 4+o0].
Lemma 3.16. It holds that . (R?) C LP(R?) for any p € [1,+0o0].

Proof. First note that the case p = +o0 is covered by the definition for the multi-indices « = 8 = 0. Hence
assume that p € [1,400). As proven in the solution of H 9.3 the function g,, () = |z =13 (@)|z[~™ is
integrable on R¢ as soon as m > d. Due to Holder’s inequality we have for any f € . (R%) that

Ifllp, = 1f 1B, 0) + flgei=13llp < 11 o)llp + 1 fLgay=13lp

1
< fllool 1By 01l + (Su]gd IIwI’”If(fU)I> lgmllp = [[fllccAa(B1(0)) 7 + Crmllgmllp-
S

=:Cf.m

In order to conclude the proof, it suffices to show that g,, € LP(R?). To this end, note that |g,,|? = Ipm
and pm > m > d. This proves the claim. O

The next result is about the density of Schwartz functions in LP(R%). As they are smooth, we have to
exclude the case p = +oc.

Proposition 3.17. Let 1 < p < +oo. Then for every f € LP(R?) there exists a sequence (fn)nen C
S (RY) such that || f — full, — 0 as n — +oo.

Proof. Arguing separately for the real- and imaginary part, we may assume that f is real-valued. In the
exercises it is shown that we can even take f,, € C2°(R?). This yields the claim. g

The previous proposition will be useful to define the Fourier transform on the Hilbert space L?(R%)
which is the setting most relevant for applied mathematics. Before we can switch to this setting we need
to understand the Fourier transform on .7 (R%).

Theorem 3.18 (Fourier inversion theorem; Schwartz space version). For every f € . (R?) it holds that
Flf] € Z(RY). Moreover, the Fourier transform F : #(R?) — 7 (R%) is bijective.

Proof. As .7 (R%) C LY(R?) the Fourier transform is well-defined on .#(R%). Moreover, by Lemma 3.15
it holds that = — 2%f(x) € .#(R%) c L'(R%). Thus Proposition 3.7 yields that F[f] € C=(R%;C).
Moreover, for any two multi-indices o, 8 € Nd we have the formula

K0P FIf(k) = k(=) /L Fla v 27 f(2)] (k) = (=)l * P F 2 = 0 (27 f () (k).

Since z — 0 (2°f(2)) € Z(R?) C L'(R?) by Lemma 3.15, it follows by Lemma 3.3 that its Fourier
transform belongs to L°°(R%). Hence it is bounded, which shows that also k*9° F[f](k) is bounded, so
that F[f] € 7 (R?). In order to prove that F is bijective, assume that F[f] = F|g] for some f, g € . (R?).
Since F[f] € .#(R%) C L'(R?) we can take the inverse Fourier transform and deduce from Theorem 3.12
that f = g since both functions are continuous. Next let h € .7 (R%) be given. Set f = F~1[h]. Since
the inverse Fourier transform is given by (27)~¢F[](—x), it follows again that f € .%(R?). Moreover, by
Theorem 3.12 we have?’

20Note that we cannot use F o F~1 = Id since the Fourier inversion theorem in L! only showed that F~1 o F = Id (and
this only under certain assumptions). In infinite dimensions this does not automatically imply the first statement.
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FUVE) = FIF B0 = o / e [ e h(w) dwda

T(w)_:—ac zk y

e~ Yh(w) dwdy = FF[R])(k) = h(k).

R4 R4

Next we discuss a geometric property of the Fourier transform with regard to the L?-scalar product.

Proposition 3.19 (Plancherel theorem in .7 (R%)). Let f,g € .7 (R%). Setting (f,g) f]Rd x) dz,
it holds that

2m) " UFLf), Flal) = {f.9)
Proof. By definition we have

(FUNLFlg) = | FIAKEFglF) dk:/ flz)e™* dzFlg) (k) dk
Rd Ra JRA

Note that the integrand belongs to L'(R2?) since |e?**| = 1 and f, Flg] € .7 (R%) C L*(R%).?! Hence we
can apply Fubini’s theorem to deduce that
Cn) FLF) = @0 [ ] R w afEde = [ g,
R4 JR4 Rd
where in the last equality we applied Theorem 3.18. The last term equals (f, g) by definition. (|

Note that the prefactor in the above result can be avoided if we put the prefactor \/(27)~¢ in front
of the Fourier transform and its inverse (for the latter instead of the prefactor (27)~?). But then one
gains a prefactor for instance in the identity F[f * g] = F[f]F[g]. Every convention has its advantages
and disadvantages.

3.2. The Fourier transform on L?(RY). The Fourier transform on .#(R%) is not always suitable for
applications since it imposes strong assumptions on the functions involved. In particular, any disconti-
nuities are ruled out by the smoothness. Hence in what follows we extend the Fourier transform to an
isometry on the space of complex-valued square-integrable functions. This is achieved via an abstract
argument since the classical definition of the Fourier transform is not well-defined for f € L?(R%) (the
exponential e belongs to L>(R?) but it does not decay at infinity).

Theorem 3.20. The Fourier transform F can be extended in a unique way to a continuous, linear and
bijective operator F : L>(R?) — L?(R?) such that

@m)"UFIf., Flal) ={f.9)  Vf.geL*RY.

Proof. The argument is part of a more general theory about the extension of linear, continuous operators.
Let f € L2(R?). Due to Proposition 3.17 we find a sequence (f,)nen C -7 (R%) such that | f, — fll2 — 0
as n — +oo. In particular, (f,)nen is a Cauchy-sequence in L?(R?), which means that

lim sup ||fn — fmll2 =0.
+ m>n

n—-+00
By Plancherel’s theorem we conclude that also (F[f,])nen is a Cauchy-sequence in L?(R%), since

Jum sup [|FLfa] = Flfm]ll2 = (27) nkffoo,ig”fn fnll2 = 0.

m>n

Since L?(R?) is a Banach space, there exists F[f] := liIJIrl Flfn] € L*(RY). Note that this is the only
n——+0o0

choice for a continuous extension, which proves uniqueness. Let us show next that this extension does not

2l1g prove this conclusion in detail one can apply Tonelli’s theorem for the modulus of the integrand.
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depend on the choice of the approximating sequence (fy,)nen. Let (fn)neN C .7(R%) be another sequence
such that ||f, — f|| = 0. Then again due to Plancherel’s theorem we have

|1F[fn] = Flfallla = @71 = fall2 < @m)2 (1 fn = Fll2 + If = fallz) — 0.

Thus F[f,] converges to the same element as F|[f,] as claimed. Moreover, one can show that F : L2(R?) —
L?(RY) inherits the linearity from the Fourier transform on .#(R%). In order prove that it is continuous
on L?(R%) it suffices to prove that

(FLf), Flgl) = 2m)*(f, 9) (7)
for all f,g € L?(R9). Indeed, setting f = g in (7) implies that || F[f]||2 = +/(27)?||f||2, so that by linearity

[F[fn] = FUllz = 1F[fn = flll2 = /@) fr = fll2-

This implies that F[f,] — F[f] in L?(R?) whenever f, — f in L?(R9). In order to prove (7), let
(fa)nen, (gn)nen C 7 (R?) be sequences such that f, — f and g, — g in L?(R?). Then by Proposi-
tion 3.19 we have

(FLfal, Flgnl) = @m) 4 fu, gn)-

Thus it suffices to pass to the limit as n — 4o00. As all functions converge in L?(R?) we only treat the
right hand side term since the left hand side is completely analogous. Due to Hélder’s inequality

[(frs gn) = (s < |(fnsgn — D+ [ = £ 9] < M1 fnlgn — @Il + [[(Fn — gl
< [Ifnllz [lgn — gll2 + || fn = fll2 [lgll2 = 0.
e e e

=lfll - —0 —0

This proves (7) and therefore it only remains to prove bijectivity. Note that by linearity and (7) we have
that
IFLf] = Flglllz = IFLf = glll3 = @m)?If = gll3-

Hence F[f] = Flg] implies that f = g in L?(R?), which shows that F is injective. Finally, we show
that F is surjective. Fix h € L2(R?) and consider a sequence (hy)neny C -7 (R?) be such that h, — h
in L?(R?). Since the Fourier transform is bijective on .(R?%) we find a unique f,, € .#(R?) such that
Flfn] = hn. Again by Plancherel’s identity the fact that (h,) is a Cauchy-sequence implies that also (f,)
is a Cauchy-sequence with a limit f € L?(RY). By construction it follows that F[f] = h, so that F is
surjective. O

Using approximation with Schwartz functions one can further show that for f € L'(R?) N L2(R?)
the abstract definition of the Fourier transform coincides a.e. with the classical one given by integration.
More precisely, using the construction of the proof of Theorem 2.42 combined with the construction of
exercise H 11.1 we obtain a sequence of Schwartz functions (f,)nen C -7(R?) that converges to f with
respect to the L'-norm and the L?-norm. Then for fixed k& € R? we have that

fe ™o de — [ faly)e ™ dz| < |If = fuli = 0.
R¢ R¢

This shows in particular that F[f,](k) — [z. f(y)e ™ dz pointwise in k and since the right hand side
in the above estimate is independent of k it follows from Lebesgue’s dominated convergence theorem
that the convergence also holds in L?(B;(0)) for every ball B;(0) C R%. As F|f,] — F[f] in L*(R?) by
construction, we also have that F[f,] — F[f] in L?(B;(0)). Hence F[f](k) = [ga f(x)e " * dx for a.c.
k € B;(0). Using that RY = Ujen Bj(0) we obtain that the functions agree a.e. on R? which is the best
we can expect since an L?-function is only defined up to null sets.

The Fourier transform on L?(R%) is not given by a Lebesgue integral when f ¢ L'(R?). However, in
what follows we derive a representation via an ’improper’ Lebesgue integral.

Lemma 3.21. Let f € L*(R?). Then it holds that

Flfl(k) = lim f(z)e *de,
n——+00 B, (0)
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where the limit is understood in the sense of L?(R?) (not pointwise).

Remark 3.22. In dimension 1 the above result also holds for a.e. k € R (this is called Carlson’s theorem).
To the best of the author’s knowledge the almost everywhere convergence in higher dimensions is an open
problem.

Proof of Lemma 3.21. Fix f € L*(R?) and consider its L2-Fourier transform F[f] € L?(R%). Due to
exercise H 12.1 it holds that 1 (o) f € L'(R?) N L?(R?), so that due to Plancherel’s theorem (in the
L?-version) and the preceding arguments we have that

2
L.

FIUk) - / f(@)e ™ da

dk = | F[f] = Flip, 3 = IFLf Q= 1p,0)]l3
B (0)

= 20 f(1=1p,0)l3 = (27T)d/ |f(@)|? d.
{llzllZn}
Since 1yjz|>n} ()] f(x)|? converges pointwise to 0 as n — +o0 and is bounded by the integrable function
|f(x)|?, it follows from Lebesgue’s dominated convergence theorem that the right hand side vanishes when
n — +o00. This proves the claim. O

Concerning other properties that we proved hitherto, their validity on L?(R¢) depends on whether
they are inherited from Schwartz functions. For instance, as we have seen Plancherel’s theorem extends
to L2(R?). On the contrary, the fact that F[f] is bounded and continuous (cf. Lemma 3.3) cannot be
true for every f € L2(R?) since the Fourier transform is bijective and not all L2-functions are continuous.
The connection between decay at infinity and smoothness leads to the so-called Sobolev spaces that are
beyond the scope of this course. We finally discuss the Fourier inversion theorem in the sense of L? from
a more detailed perspective than mere bijectivity.

Corollary 3.23 (Structure of the inverse Fourier transform on L2(R?)). Define the flipping operator
R : L2(RY) — L2(R?) by R(f)(x) = f(—x). Then the inverse Fourier transform F~!: L2(R%) — L2(R?)
is given by the formula

1
-1 _

In particular, also F~' : L?(R?) — L?(R%) is continuous.*>
Proof. Fix h € L*(R?) and choose f € L?(R?) as the unique element such that h = F[f]. We have to
prove that ﬁR(]—'[h]) = f. Let (fn)nen C - (R?) be such that f,, — f in L?(R¢). Then by continuity

also F[f,] — F[f] = h. By the Fourier inversion theorem on the Schwartz space we have pointwise for
all z € R?

1 . 1
—1 ik-x
fu@) = FUFUNE) = oz [ S FUI0 dh = o REFFLDE)
In L?(R9) this equality turns into f,, = ﬁ (R o F) (F[fn])- Since R o F is continuous on L%(R?) as the
composition of continuous functions we can pass to the L2-limit in » and conclude the proof. O

3.3. Tempered distributions and their Fourier transform. The final objects for which we want to
define their Fourier transform are so-called tempered distributions. First we define what is a distribution.
Definition 3.24 (Distributions). Let O C R? be an open set. A distribution is a linear functional
T:C*(0) = R (or C) that is continuous with respect to the following notion of convergence:

cx (0
n 4 ¢ : <= {3IK C O compact : supp(p,) C K Vn & [0%n — 0% — 0 Va € N4}
One writes T' € D'(O).

Example 3.25. The following are examples of distributions 7' € D'(R?).

22The continuity of the inverse of a linear mapping between Banach spaces follows also from the more general open
mapping theorem in functional analysis.
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(i) T(p) = ( ) (this is also called the Dirac delta T' = dy);
(ii) T(y ) = (aco) for some fixed multi-index o € N¢ and some fixed zy € RY;
(iil) Ty(p) fRd x) dz, where f is integrable on every compact subset K C RY
(iv) T(¢) = fpa f( (x) dz for some fixed multi-index o € N¢ and f as in (iii).
(iv) T(¢) = [pa p(z d,u7 where p is a measure on (R?, £4) that is finite on every compact subset of
Rd

On distributions one can define many operations by duality. In the next definition we present three
important examples.

Definition 3.26. Let O C R? be open and T € D'(0O) be a distribution.
a) The partial derivative of T is defined by

(0°T)(p) = (=1)T(8*p).
b) If ¢» € C*(R4), then the product of T with 1 is defined by

WT)(p) = T(p).
¢) If O = R? and ¢ € C2°(R?) then the convolution of ¢ with T is a function defined by

(¢ T)(x) =T(W(z—))
Remark 3.27. One can show that the partial derivative and the product with a smooth function are
again distributions, while the convolution is a C'*°-function on R?. The idea behind these definitions
is that they coincide with the classical definitions in the case when T is a distribution as in Example
3.25(iii). For instance, when f € C™(R%), then for any multi-index o € N¢ with | < m we have by
integration by parts (no boundary terms since ¢ has compact support) that

(0°Ty) () = (=) y f(@)0%p(x)dz = | 0 f(z)p(x)dr = Tou ().

Rd
Similarly, it holds that (1) = (Tys) and ¢+ T¢(z) = ¢ * f(x). Studying PDEs often leads to the notion
of distributional derivatives of integrable functions. This means exactly the quantity 9“7y, which makes
sense even when f is not differentiable. For instance, consider the heavyside-function f = T} o) in
dimension 1. Then for any ¢ € C°(R) we have

—— [ 1wy Amdwmxww

where we used that ¢ has compact support. This means that the distributional derivative of f is the
Dirac delta centered in 0.

We can also speak about the convergence of distributions as defined below.

Definition 3.28. Let O C R be open and (T},),en C D'(O) be a sequence of distributions. We say that
T, converges to some T' € D'(0) if T, (¢) — T(y) for all ¢ € C(0).

Using convolution techniques one can then show that for every distribution T' € D’(O) there exists
a sequence of functions (f,)nen C C°(O) such that Ty, — T. Moreover, the notion of approximate
identity (cf. Analysis 3) can be phrased in the sense of convergence of distributions to the Dirac delta.

Can we also define a Fourier transform acting on distributions? Again we would like to do this by
duality. Consider a distribution 7y with f € L!(R?). Then the Fourier transform of T} should be given
by T'r(s; which leads to

Trin(e) = [ eWFUIR k= [ o) [ @) arak ™ [ @) Flel(w) de = T(Fe).

Can we extend the right hand side to any distribution? The answer is no since the Fourier transform of a
C2°(R%) never has compact support (cf. exercises), so that T(F[p]) is not defined in general. However, we
know that the Fourier transform maps C2°(R%) into .#(R?). Hence we could define the Fourier transform
on distributions that are well-defined on .#(R9). Since C°(R%) C .#(R?), this means that those are
special distributions.
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Definition 3.29. A tempered distribution is a linear functional T : .#(R¢) — R (or C) that is continuous
with respect to the following type of convergence:

d
©n & @: <= Ya,B e N¢: sup [290°(pn(z) — ()| = 0.
z€R4

We write T' € .7/ (R9).

Note that every tempered distribution is also a distribution on R? since the convergence for C°(R%)-
functions implies the convergence in .#(R?). Most of the definitions made for distributions make also
sense for tempered distributions. We collect them in the definition below.

Definition 3.30. Let T, (T),)nen C -#/(R?) be tempered distributions, o € N¢ and ¢ € .7 (R%).
a) The partial derivative of T is defined by

(0°T)(p) = (=1)*T(9%¢).
b) The product of T with 1% is defined by

WT)(p) = T(p).
¢) If O = R? the convolution of ¢ with T is defined as the function

(W *T)(z) =T (z —-)).
d) We say that T,, — T in . (R9) if T},(p) — T(¢) for all ¢ € 7 (RY).

Note that the partial derivative and the product are again tempered distributions. Moreover, one can
show that the convolution belongs to C°°(R?) and one can control its growth and of all its derivatives.

Finally, we introduce the Fourier transform for tempered distributions which are the most general
objects for which the Fourier transform is defined (note that every LP(R?) function can be interpreted as
tempered distribution in the sense of Example 3.25 (iii)). However, not all cases in Example 3.25 define
tempered distributions. For instance, the locally integrable function f(z) = e’ grows to quickly so that
its product with the Schwartz function ¢(z) = e~*" has no finite integral on R.

Theorem 3.31. Given T € .%'(RY) define its Fourier transform T € &' (R) by T(¢) = T(F[¢]). Then
the Fourier transform is a linear bijective map from .#'(R?) to .7’ (R%).

Proof. First we show that 7 is again a tempered distribution. Since Flg] € .%(R?) for all ¢ € .7 (R9)
it is well-defined. Linearity follows from linearity of the Fourier transform and linearity of 7. Thus it
remains to show that it is continuous. By linearity it suffices to prove that if (¢n)neny C 7 (R9) is a

& (R? ~
sequence such that ¢, (ﬁ ) 0 then T'(¢,) — 0. By definition and continuity of T' this reduces to prove

7 d
that Flp,] & 0. Thisis a consequence of exercise H 12.5.

To conclude the proof, we need to show that the Fourier transform is bijective. We first prove injectivity.
By linearity it suffices to prove that 7' = 0 implies that 7' = 0. Let ¢ € .#(R%) be given. Then F~![p] €
7 (R%) by the Fourier inversion theorem on the Schwartz space and hence

0=T(F'[]) = T(FIF'¢l)) = T(9),

where we used that F~! is also the right inverse to F (cf. the proof of Theorem 3.18). Since ¢ €
Z(R%) was arbitrary, the above equation implies that 7" = 0. To prove surjectivity, let T € .#/(R%)
and define a tempered distribution S € .#/(R9) by the formula S(¢) = T(F~[p]). Again this is a
tempered distribution since the inverse Fourier transform is also linear and continuous with respect to
the convergence in .#(R9) (the argument being the same as for the Fourier transform in H 12.5). Then
by definition we have

23Note that the product of a Schwartz function with a C'*° (]R‘i) function is not necessarily again a Schwartz function.
Hence the product 9T is in general not defined as a tempered distribution when 3 € C°(R?). One can weaken the
assumption that ¢ € y(Rd) by requiring that ¢ is smooth and that 1 and all its derivatives grow at most polynomially.
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Note that we obtained the formula 7-! = T o F-L O

Many properties of the Fourier transform on .#(R?) transform to tempered distributions by duality.
For instance, it holds that

ﬁ((p) =0T (Fly¢]) = (_1)‘a|T(8a]:[gp]) Prop. 3.7

=Tz = iz () = (kT (),

T(Flx — i‘alxago(m)])

which is well-defined in the sense of Footnote 23. Compare this formula with Proposition 3.5.
This shall be enough for our short introduction to (tempered) distributions.

4. AN INTRODUCTION TO LINEAR OPERATORS ON BANACH/HILBERT SPACES

In what follows we let K € {R,C} and consider K-vector spaces, i.e., the scalars are either real or
complex numbers. We recall the definition of Banach and Hilbert spaces; cf. previous Analysis courses.

Definition 4.1. A normed K-vector space (X, || - ||) is called a Banach space if every Cauchy sequence
with respect to the norm || - || has a limit in X. It is called a Hilbert space if it is a Banach space and the
norm is given by ||z| = v/{z, z), where (-,-) : X x X — K is a scalar product on X.

For complex vector spaces we shall always consider scalar products to be linear in the second compo-
nent.

4.1. Linear operators on normed spaces. Next we introduce linear operators between K-vector
spaces X and Y (both with the same scalars).

Definition 4.2. Let X,Y be normed K-vector spaces. A bounded linear operator between X and Y is
a linear function A : X — Y that is continuous. We write A € L(X;Y). For A € L(X;Y) we define the
operator-norm by

[ A()]ly
Al = HAHL‘(X;Y) ‘= sup = sup |[A@)[y.
zeXx\{0} llx I acHeX1
Tl x=

When Y = K we write £(X;Y) = X'. This is the so-called topological dual space of X and its elements
are called linear functionals.

As shown in the next lemma the operator norm characterizes the continuity of linear functions.

Lemma 4.3. Let X,Y be normed K-vector spaces and A : X — Y be a linear function. Then the
following statements are equivalent:

a) Ae L(X;Y);

b) A is continuous in 0;

Az Y
¢) |A|l ;== sup IA@)y = sup [A(@)|ly < +oc.
zeXx\{0} 2|l x zeX
e x=1
Proof. Clearly a) implies b). Next we show that b) implies ¢). Assume by contradiction that ||A]| = +oo.
Then for every n € N there exists z, € X with ||,||x = 1 and ||A(z,)|ly > n. Define &, = x,//n.
Then ||Z,||x = 1/+/n, so that &, — 0 in X. However, by linearity of A and homogeneity of the norm
1
lim Ay = lim =l Ay > T Vi = oo,

n—-+oo n—-+oo

which contradicts the continuity of A in 0.
Finally we show that c) yields a). Let x,2” € X be such that « # a’. Then by linearity

[A(z) = A@")lly = [|A(z — ")y < [Alllz — 2| x.
Obviously this estimate also holds for z = 2/, so that A is Lipschitz continuous. Hence A € £(X;Y). O
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The previous lemma motivates the definition of unbounded operators as those operators for which
|A]] = +o0. However, usually unbounded operators are considered to be defined on a subspace of some
larger space. This is not necessary for general normed spaces since every subspace is still a normed
space itself. However, as soon as we are interested in Banach or Hilbert spaces, subspaces may loose the
completeness property when they are not closed. This phenomenon is particular for infinite dimensional
spaces. Anyway, linear maps between finite dimensional spaces are always continuous.

Definition 4.4. Let X,Y be normed K-vector spaces and D(A) C X be a subspace. A linear function
A:D(A) =Y is called an unbounded linear operator if

Alx
A= sup 2@ 0 a@)y = +oo.

zen(ANf0}  l1Zllx 2€D(A)
|zl x=1

The space D(A) is the domain of the unbounded linear operator.

We look at some examples:

o Let X =Y = L%(R%). Then the Fourier transform JF belongs to £(X;Y") and due to Plancherel’s
theorem we have || F|| = 1/ (27)<.

e Let X =Y = LP(R?) and for € R consider the shift operator T,.(f) = f(z —-)). By the change
of variables it follows that || 7| = 1 for all x € R%.

o Let X = L}Y(R?) and Y = Cy(R?) equipped with the supremum norm. Then the Fourier transform
belongs to £(X;Y) and by Lemma 3.3 we know that ||F]|| < 1.

o for fixed g € C(RY) and X =Y = L*(R%) consider the multiplication operator A(f) = gf with
domain D(A) = {f € LY(RY) : gf € L*(R?)}. In this case it depends on g whether A is bounded.
If g is bounded, then D(A) = L'(R?) and ||A|| < ||g|leo by Hélder’s inequality. If g is not bounded,
then there exists a sequence z,, € R? such that |g(z,,)| > n for all n € N. Consider then for fixed
n € N the sequence fi = mﬂ&/k(wn% Note that || fx|[s = 1 for all & € N. Moreover,

1
Aa(B1/k(0))

By continuity of g the right hand side tends to zero when k& — +o00. Hence there exists k,, such
that the right hand side is bounded by 1 for all k¥ > k,. The sequence f,, = fi, then satisfies
| fulli =1, but |A(fn)|l1 > n — 1. Since n was arbitrary the operator cannot be bounded.

e the differentiation operator A = & : L?(R) — L?(R) with domain D(A) = .(R) is unbounded
(cf. exercises)

l9(en)| / gl ful) da = /B o e l@har s o o) - oo}

lz—znll<1/k

In the next lemma we see that the set of bounded linear operators becomes a Banach space as soon as Y’
is a Banach space.

Lemma 4.5. Let X, Y be normed K-vector spaces. The space L(X;Y) becomes a normed K-vector space
with the operator norm || - || z(x;yy. When'Y is a Banach space, then so is L(X;Y'). In particular, X' is
always a Banach space.

Proof. See exercises. O

Our next result in this rather general setting of normed spaces is the bounded linear transformation
theorem.

Theorem 4.6. Let Z,Y be normed K-vector spaces and X C Z be a subspace that is dense in Z with
respect to || - || z. Assume that Y is a Banach space. Then every A € L(X;Y) can be extended uniquely to

an operator A € L(Z;Y).

Proof. The proof is a minor adaption from the extension procedure of the Fourier transform from . (R%)
to L?(R?) except that Plancherel’s equality has to be replaced by the inequality || Az — Ay|ly < ||A|||z —
yllz for all x,y € X, so we leave the details to the interested reader. |
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Finally we introduce the notion of the adjoint operator. In general also this concept makes sense for
normed spaces, but soon we will focus on the Hilbert space setting where the structure becomes easier.
At this point we only define the adjoint operator for a bounded linear operator.

Definition 4.7 (Adjoint operator). Let X, Y be normed K-vector spaces with dual spaces X’ and Y,
respectively. For A € £(X;Y) the adjoint operator A’ : Y' — X’ is defined by the formula

(A(y))(x) = y'(A(@)).
It holds that A" € L(Y'; X').

Proof. We first have to show that the adjoint operator is well-defined. To this end, we first check that
A'(y') € X'. Let A € K and z1,x2 € X. Then by definition and the linearity of A and y’ we have

(A'(y) Ay + 22) =y (A(Ay + 22)) = Ny (A1) + ¢ (A(22)) = MA'(Y)) (1) + (A'(y) (w2),
which shows that A’(y’) is linear on X. Next we show that it is continuous. Note that
(A" (")) (@)] = [y (A@)] < Y A@) ]y < Iy Al ] x . (8)
which shows that ||A’(v")|| < ||¥/||||A]] < +oo. Hence A’(y') € X’. The second property concerns the
linearity on Y'. Let A € K and y{,y5 € Y. Then for every x € X we have
(A" (M1 +92)) (@) = (Wi + 2) (A(@)) = M (A(2)) + 5 (A(z) = MA (1)) (@) + (A (y2)) (@)

Thus A’(y’) is linear in y’. Finally, we need to show continuity with respect to 3’. Note that on X’ and
Y’ we take the operator norm. By (8) we have that

sup | A'(y)|[x = sup  sup [[(A(y)) (@) < [JA]l < +oo.
y' ey’ y'ey’ zeX
ly'llyr=1 Iy llyr =1zl x=1

O

The final question we want to address in this subsection is whether the adjoint operator already
determines the operator itself. This question reduces to the following one: Does the equality A}(y’) =
AL(y') for all y' € Y’ imply that A; = As. Inserting the definition of the adjoint operator we obtain that

v (A1(z)) = ¥/ (As(z)) Wy €Y,z € X == A = As. (9)

This question can be answered affirmatively with the help of the Hahn-Banach theorem, another instance
for which one uses the axiom of choice. For the sake of completeness we mention it here without proof.

Theorem 4.8 (Hahn-Banach theorem for normed spaces). Let X be a normed K-vector space and
Z C X be a non-trivial subspace. Assume that f € Z'. Then f can be extended to an element f € X'
with || fllx- = 1l fllz-

This theorem implies in particular that for every xo € X \ {0} there exists 2’ € X’ with a'(zo) = ||zo||
and ||z'||x- = 1 by setting Z = span(zg) and f(Azg) = A||zo||. The validity of (9) then follows from the
fact that if A;(x) # As(z) for some x € X then A;(z) — Aa(x) # 0, so that there exists ¢’ € Y’ such that
y' (A1(z) — Aax(x)) # 0, which yields a contradiction.

4.2. Linear operators on Hilbert spaces. We now focus on the case when X and Y are Hilbert
spaces. We will prove the Riesz-representation theorem which shows that the dual space of any Hilbert
space X can be identified with X. For the proof we will need a result about the existence of projections
that is interesting on its own.

Proposition 4.9 (Projection onto closed, convex®® sets). Let X be a K-Hilbert space and K C X be a
nonempty, closed, convex set. Then for every x € X there exists a unique element xx € K such that
|z — 2] < ||l —yl|| for ally € K.

247 subset K of a vector space X is called convex if for all z1,22 € K and t € [0,1] it holds that tx1 + (1 — t)z2 € K.
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Proof. By considering the non-empty, closed and convex set z — K we can assume that = 0 and we
need to prove the existence and uniqueness of the minimizer of the problem

inf .
inf [l

First we prove existence. Note that this is a non-trivial issue since bounded and closed sets are not always
compact in infinite dimensional normed spaces. Consider a minimizing sequence (y,)neny C K such that
limy, s o0 [|yn || = infyer [|y[| =: 6. Then for any m,n € N we have by convexity that £25¥m € K so that
the parallelogram law (cf. Analysis 3) yields

Since ||yn|| — ¢ this implies that (y,)nen is a Cauchy sequence. Indeed, the right hand side tends to
zero when n,m — +o0o. Being X complete there exists a limit y = lim,, 4o Yn. Since K is closed by
assumption it follows that y € K and by continuity of the norm we conclude that ||y|| = §. By definition
of ¢ it follows that y is the claimed minimizer.

Next, we show uniqueness. To this end, assume that there exist two elements y,y € K such that
llyll = |y]| = 6. Repeating the above estimate with y,, replaced by y and y,, replaced by ¥ be obtain

Yn + Ym

27
[ .

2
Yn — Ym 1
2

1
= 5lyml* + 5 lyn

| 1
< 2+ 2 _ 42
5 < 2IIymII + 2II:ynH

2
<0.

y—y
2

Hence y = . O

The statement of the previous proposition remains true for so-called reflexive and strictly convex
Banach spaces, but fails for general Banach spaces (even in finite dimensions). For instance, consider in
R? the set K = [0, 1] x {0}. Then for the point z = (0, 1) all points in y € K satisfy ||y — z|lc = 1. Hence
uniqueness fails. In infinite dimensions even the existence of (maybe many) closest points fails in general.

Before proving the Riesz representation theorem we need to study the concept of orthogonal comple-
ments in Hilbert spaces.

Definition 4.10. Let X be a K-Hilbert space with scalar product (-, ).

(i) 1 € X is called orthogonal to xs € X if (z1,xz2) = 0;

(ii) Given S C X the orthogonal complement of S is defined by

St={reX: (z,s)=0Vse S}
Lemma 4.11. Let X be a K-Hilbert space and S C X. Then S+ is a closed subspace of X .
Proof. Let A € K and 21,25 € S*. Then for any s € S we have that
(Ax1 + 29,8) = A(21, 8) + (22,5) = 0.
=0 =0
Thus S* is a subspace. Next, let (2, )neny C ST be a sequence such that x, — 2 € X. The Cauchy-
Schwarz inequality (cf. Analysis 3) implies that for all s € S
(zn,s) = (z,8)] = [(xn — z,8)| < [[an]ll|s]] = 0.

Since (z,,,s) = 0 for all n € N this yields that (z,s) = 0. As s € S was arbitrary this implies that z € S+,
so that S* is closed. O

Since subspaces are always nonempty and convex, there exists in particular a projection onto closed
subspaces. This implies the following corollary.

Corollary 4.12 (Orthogonal decomposition). Let X be a K-Hilbert space and U C X be a closed

subspace. Then every x € X can be uniquely decomposed as x = x1 + xo with 1 € U and x5 € U+, We
write X =U UL,
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Proof. Let x1 be the unique element in U that satisfies ||z — z1]| < ||z — y|| for all y € U. We claim that
x —x, € UL. Fix u € U. Then for all € € R we have by minimality that
lz — 21 < |z — (21 +ew) ['2 = ||l — 21 |* + &2 [lull* — 2eRe((x — 21, )
~—_———
€U

This is only possible for all ¢ € R when Re({z — z1,u)) = 0. Since also v = iu € U (if K = R we are
already done) we further obtain that 0 = Re({x — z1,v)) = Re(i{x — x1,u)) = —Im((z — x1,u)), so that
finally (z — x1,u) = 0. Hence z — z; € U~L.

To show uniqueness of the representation, assume that z; + xo = y; + y2 with x1,51 € U and
Ta, Y2 € UL. Then 21 — Y1 = Y2 — xo. Taking the scalar product with x1 —y; € U and ys — 29 € Ut we
obtain by orthogonality that [lz1 —y1[|* = |ly2 — x2||* = 0. Thus 21 = y1 and x2 = ys as claimed. O

Now we are in a position to prove the Riesz representation theorem about the dual space of K-Hilbert
spaces.

Theorem 4.13 (Riesz representation theorem). Let X be a K-Hilbert space and ' € X'. Then there
exists a unique y € X such that
2 (z) = (y,xz) VzeX.

Moreover, ||z'||x = |ly||x-

Proof. Fix 2’ € X'. We first prove the existence of y. Let U := {& € X : a’(z) = 0} be the kernel of a’.
Since z’ is continuous and linear it follows that U is a closed subspace. If U = X then 2/ = 0 and we
choose y = 0 to conclude. Thus we can assume that U # X, so that due to Corollary 4.12 there exists
ut € U™ such that 2’/(ut) # 0. Up to normalization we can assume that 2’(ut) = 1. Then for all x € X
it holds that 2 — 2'(x)ut € U and therefore by orthogonality

(wuh,z) = (ut,z — x4+ 2/ (z)ut) = o' (z)||ut] 2.

Setting y = ﬁ we conclude from the above equality that (y, x) = 2/(x) as claimed. To prove uniqueness

note that (y1,z) = (yo, z) for all © € X implies that (y; —y2,z) = 0 for all € X. Setting z = y; — y2 we
deduce that ||y; —y2]||? = 0, which proves uniqueness. Finally, note that by the Cauchy-Schwarz inequality

[l = sup |2 (2)] = sup [y, 2)] < llyllx-
Jallx=1 Jallx=1

On the other hand, as soon as y # 0 (otherwise ||y||x = 0 = ||2’||x+ holds true) we know that y/||y||x
has norm 1, so that

2l x = sup |2 ()| = sup [y, @) = [y, u/llyllx) = lyllx-

T xEe
[l x=1 flll x=1
Thus [|z'||lx = [ly] x- O

By the Cauchy-Schwarz inequality, for every y € X the functional = — (y, x) belongs to X'. Hence we
obtain the following corollary.

Corollary 4.14. Let X be a K-Hilbert space. Then the map I : X — X' defined by y — = — (y,x) is a
bijective, conjugate-linear isometry.

With the map I the spaces X and X’ can be identified. We stress that this does not mean that
the elements are equal which sometimes leads to confusion. For instance, one can show that L?(R?) is
isometrically isomorphic to ¢ = L2(N). But in L?(R?) we have equivalence classes of square-integrable
functions, while ¢2 contains square-summable sequences.

Next we study the adjoint operator between Hilbert spaces X and Y inserting the identification of
the dual spaces. Then the adjoint operator belongs to £(Y; X) and is given by A* = "o A’ oI, or
equivalently, I o A* = A’ o I, which means that A*(y) is the unique element such that

(A% (y),z) = A'({y, )(x) = (y, A(=)).
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Often the round brackets are omitted for linear operators and we will do the same in what follows. In the
definition below we define the adjoint also for unbounded operators. We will always assume that their
domain D(A) is dense in some Hilbert space. This is no restriction since otherwise we can consider the
closure of D(A) which is again a Hilbert space.

Definition 4.15. Let X, Y be K-Hilbert spaces with scalar products (-,-)x and (-, )y, respectively. Let
A:D(A) C X — Y be a linear function, where D(A) is a dense subspace of X. The adjoint operator
A*: D(A*) CY — X is defined by

(A'y,z)x = (y, Ar)y Vo € D(A),y € D(A"),
where D(A*) ={y €Y : D(A) > z — (y, Ax)y is a bounded functional}.

Remark 4.16. Since we assume that D(A) is dense in X, for any y € D(A*) the bounded functional
x — (A*y,x) can be extended uniquely to an element in X’ ~ X. Hence A*y € X is uniquely defined.
Moreover, D(A*) is always a linear space and A* is linear in y. If A € L(X;Y) then D(A) = X and
D(A*) =Y by the Cauchy-Schwarz inequality. If we only know that D(A*) = Y, then one can show
that A was already bounded on the dense set D(A) and thus can be extended to an element of £L(X;Y).
However, this is beyond the scope of this introduction.

We next give some definitions that can be useful in mathematical physics, for instance in quantum
mechanics.

Definition 4.17. Let X be a K-Hilbert space and let A : D(A) C X — X be a linear operator (not
necessarily bounded) such that D(A) is dense in X.
(i) We call A self-adjoint if D(A) = D(A*) and A = A*;
(ii) We call A symmetric (or hermitian®®) if
(Az,y) = (x, Ay)  Vz,y € D(A);
(iii) We say that A is closed if for every sequence (z,)neny C D(A) converging to some z € X and
such that Az, — y € X we have x € D(A) and Ar = y.”%

(iv) We say that A is normal if it is closed and A*A = AA*. In particular this requires that D(A*A) =
D(AA*).

Remark 4.18. Note that for a symmetric operator it holds that D(A) C D(A*). If equality holds, then

A is self-adjoint. The Hellinger-Toeplitz theorem states that every symmetric operator with D(A4) = X

is already bounded. One can also show that A* is always a closed operator, so that self-adjoint operators
are normal.

We have no time to discuss why the above definitions are useful. We just mention that a version of the
spectral theorem holds for normal operators. In the next lemma we collect some elementary properties
of the adjoint operator. To avoid technical issues we restrict it to the case of bounded, linear operators.

Lemma 4.19. Let X be a K-Hilbert space and A, B € L(X;X). Then the following properties hold:
(i) (A")* = A;
(1)) (AB)* = B*A*;
(i1i) (A+ AB)* = A* + AB* for all A € K;
(iv) | Al = [|A*];
(v) [|A*All = [[AA*| = || A%
Proof. (i) By definition we have

{y, (A%)"x) = ((A*)*2,y) = (2, A*y) = (A"y, x) = (y, Az).
Since this holds for all y € X it follows that (A*)*x = Az for all z € X

25Mathematicians prefer the term symmetric, while in the physics literature the term hermitian prevails

26The concept of closed operators is also used for linear operators between Banach spaces X and Y with the obvious
modification in the definition. Note that any bounded operator can be extended to a closed operator. However, not all
closed operators are continuous.
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(ii) It holds that
(y,(AB)*z) = ((AB)*z,y) = (z, ABy) = (A*z, By) = (B*A*x,y) = (y, B*"A"x).

As in (i) this yields the claim.
(iii) We have that

(y, (A+ AB)*z) = ((A+ AB)*z,y) = (x, (A+ AB)y) = (z, Ay) + Az, By) = (x, Ay) + X (x, By)
= (A*z,y) + XN(B*z,y) = (y, A"x) + My, B"x) = (y, (A" + AB")x).

(iv) For every = € X we have
|A"2||* = (A%, A"z) = (z, AA"x) < ||z]|[[AA"]| < [|=[|]| A]l[| A*]]. (10)

Thus ||A*z| < ||A]l||z]|, which yields that ||A*|| < ||A||. Using (i) this further implies that ||A||
[[(A*)*]| < ||A*|, so that ||A|| = ||A*|| as claimed.

(v) Using the elementary inequality ||AB| < ||A]|||B]|| together with (iv) we obtain that [|[AA*| <
| A||[]A*|| = || Al|?. Moreover, from (10) it follows that ||A*z||* < ||AA*||||x||?, which yields that ||[AA*| >
|A*||> = ||A||>. Hence ||[AA*|| = ||A||%. Using this estimate for A = A* and (i) we conclude that also
A=Al = [|A*||* = [IA]1>. 0

As an example let us consider the Fourier transform F € £(L?(R%); L2(R%)). We claim that its adjoint
is (2m)¢ times the inverse Fourier transform. Indeed, fix f,g € L?*(R?). Since also F~![f] € L?(RY)
Plancherel’s theorem implies that

(@m)?Ff]9) = (f. Flgb,

so that F* = (27)4F 1. In particular, F is a normal operator since it is continuous and as shown in
a previous lecture the Fourier transform commutes with its inverse. In the exercises you will see some
further examples of adjoint operators.

As a last topic of this course we introduce the basics for the spectral theory of linear operators. This
topic can take a whole course on its own. Therefore we just focus on the very basics so that you are
minimally prepared for further courses where linear operators appear.

Definition 4.20. Let X be a complex Hilbert space and A : D(A) C X — X be a linear operator that
is densely defined, i.e., D(A) is dense in X.

(a) The set of A € C such that A — Al has no bounded inverse is called the spectrum of A and is
denoted by o(A);
(b) Assume from now on that A is closed”” Then the spectrum is further divided into three sets:
(i) The set of A € C such that A — AI is not injective is called the point spectrum of A and we
denote it by o,(A). It consists of the eigenvalues of A.
(ii) The set of A € C such that A — AI is injective, not surjective, but with dense range in X, is
called the continuous spectrum of A and we denote it by o.(A).
(iii) The set of A € C such that A — AT is injective and its range is not dense in X is called the
residual spectrum and we denote it by o, (A).

At first glance there is one case missing, namely that A— AI is bijective, but the inverse is not bounded.
This cannot occur for closed operators. Indeed, as we show in the lemma below the inverse of a closed
operator is bounded provided its domain is complete. We will use the so-called closed graph theorem
which is a deep result characterizing the continuity of linear operators between Banach spaces. Due to a
lack of time we cannot prove it in this course.

270One can show that when A is not closed then the spectrum satisfies o(A) = C. Indeed, assume that there exists A € C
such that there exists a bounded, linear inverse R : X — D(A) of A — XI. We show that A must be closed. Let (zn)nen C
D(A) be such that z, — z € X and Az, — y € X. Then = = limn— 00 Tn = limp 00 R(A — AXI)zy, = R(y — Az) € D(A).
Moreover, it follows that (A — \)z = y — Az, so that Az = y and thus A is closed. However, no satisfactory spectral theory
is available for non-closed operators.
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Theorem 4.21 (Closed graph theorem on Banach spaces). Let X,Y be K-Banach spaces and A : X —Y
be linear. Then A is continuous if and only if A is closed, i.e., for all sequences (xy)neny C X such that
z, =2 €X and Ax,, — y €Y it follows that Az = y.”8

Corollary 4.22 (Continuity of the inverse of closed operators). Let X,Y be K-Hilbert spaces™ and
A:D(A) C X =Y be linear, bijective and closed. Then the inverse operator A~! :' Y — D(A) belongs
to L(Y; X).

Proof. 1t is a well-known fact that the inverse of a linear function is linear. We show that the inverse
operator is closed. Then the statement follows from the closed graph theorem since Y is complete. Note
that it does not matter whether D(A) is complete. Let (yn)nen C Ran(A) = D(A™1) be such that
Yn — y € Y and A"y, — 2 € X. Then there exists z,, € D(A) such that y, = Az,. Note that
rp =AYy, -2 € X and Az, =y, — y € Y. Since A is closed it follows that x € D(A) and Az = y.
Hence y € D(A™1) and A~'y = x. Thus by definition A~! is closed. O

Note that we did not use that D(A™!) is complete to show that the inverse is closed, but this was only
used to apply the closed graph theorem. We state this as the final result of the lecture.

Corollary 4.23. Let X,Y be K-Hilbert spaces and A : D(A) C X — Y be linear, injective and closed.
Then the inverse operator A=1 : Ran(A) C Y — D(A) C X is linear and closed.

Concerning the spectrum, note that in finite dimensions we have 0(A) = 0, (A). In infinite dimensions
this is not true in general. For instance, consider the right-shift Tx : 2 — ¢2 defined by Tr((an)nen) =
(0,a1,as,...). If Tr(a) = Aa, then either A = 0, so that a,, = 0 for all n € N. Thus T’ is injective. If A # 0,
then Tr(a) = Aa yields a; = 0 and then by iteration a,, = 0 for all n > 2. Hence also Tg — Al is injective.
However, Tg is not surjective since e; ¢ Ran(Tg), so that 0 € o(Tr) \ 0,(Tr). More precisely, the image
of Tg is not dense in ¢2 since for each element a € 2 we have ||Tr(a) — e1]|2 > 1. Hence 0 € o,.(Tg).
One can show that ¢,.(Tg) = B1(0) and 0.(Tr) = 9B1(0). There is a rich theory on the spectrum of
linear operators, especially for normal or self-adjoint operators. For more information I suggest to attend
a course on (linear) functional analysis or to consult the literature.

We close the lecture with a notation that is usually used in quantum mechanics for some objects we
introduced in this chapter.

Definition 4.24 (Dirac’s Bra-ket notation). Let X be a K-Hilbert space with dual space X’. One writes
vectors x € X as |z) (called ket’) and bounded, linear functionals 2’ € X" as (2/| (called ’bra’). The scalar
product (or evaluation of 2" at  according to the Riesz representation theorem) then takes the form (z'|z).
Note that one writes only one vertical bar. The symbol |z)(z’| means the operator X 3> y — a(z’,y) € X.

Email address: matthias.ruf@epfl.ch

28The closedness of a linear operator is equivalent to the closedness of its graph G(A) = {(z, A(z)) : = € D(A)} in
X x Y. Hence the name closed graph theorem.
29The same result holds for operators between Banach spaces X and Y.
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